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Abstract

We study the coupled dynamics of primary and secondary structures formation
(i.e. slow-genetic sequence selection and fast folding) in the context of a
solvable microscopic model that includes both short-range steric forces and
long-range polarity-driven forces. Our solution is based on the diagonalization
of replicated transfer matrices, and leads in the thermodynamic limit to
explicit predictions regarding phase transitions and phase diagrams at genetic
equilibrium. The predicted phenomenology allows for natural physical
interpretations, and finds satisfactory support in numerical simulations.

PACS numbers: 61.41.+e, 75.10.Nr

1. Introduction

The constituent monomers of protein-type hetero-polymers, the amino acids of which there
exist about 20 in nature, are composed of a common backbone and a differentiating side
chain, and are bound via a peptide bond. These units are connected sequentially to form
a polypeptide chain. The sequence of connected amino acids defines the so-called primary
structure of the chain. Given the primary structure, the mechanical degrees of freedom of
the polypeptide chain are rotation angles at the junctions of adjacent amino acids. They
allow proteins to fold into relatively simple repetitive local arrangements (the ‘secondary
structures’, such as «-helices or §-sheets) which then combine into more complicated global
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arrangements in 3D (the ‘tertiary structure’). The folding process is controlled by various
combinations of forces, such as those induced by mutual interactions between the amino-acid
side chains (steric forces, Van der Waals forces), by interactions between side chains and the
polymer’s backbone (hydrogen and sulfur bonds) and by interactions between the amino-acid
side chains and the surrounding solvent (polarity-induced forces and hydrogen bonds). For
comprehensive reviews on the physics of the interactions governing the folding of proteins,
see e.g. [1, 2]. Apart from ‘chaperone’ effects (the influence of specialized proteins), it was
discovered [3] that the dynamics of the folding process is for most proteins determined solely
by their primary structure. Since polypeptide chains can vary in length from a few tens to
tens of thousands of monomers, there is an enormous number of possible sequences. Yet only
a tiny fraction of these (the actual biologically functional proteins) will represent chains that
fold into a unique reproducible tertiary structure, or three-dimensional ‘conformation’, which
determines its biological function.

The protein folding problem is how to predict this conformation (the native state) of a
protein, given its primary structure. It remains one of the most challenging unsolved problems
in biology. Its solution would have a big impact on medicine. The physicist’s strategy in
this field (as opposed to bio-informatics approaches based on simulation, see e.g. [4] for a
recent review) is to try to understand the main physical mechanisms that drive the one-to-one
correspondence between amino-acid sequence and the native state. Normally, this is attempted
via simple quantitative mathematical models that capture the essential phenomenology of
folding and lend themselves to statistical mechanical analysis [5—7] and/or are easily simulated
numerically [8—11]. In the language of thermodynamics and statistical mechanics, itis believed
that if a protein spontaneously reaches its native state at physiological conditions of temperature
and pressure, its free-energy landscape must possess a unique stable minimum [12]. However,
calculating free-energy landscapes for biologically functional proteins is non-trivial, because
of the frustration induced by the local steric constraints in combination with the effective
interactions via polarity and hydrogen bonds, especially in view of the heterogeneity of the
amino-acid sequences. In addition we would like to understand the folding pathway that
ensures a protein’s fast approach to its native state in physiological conditions, by avoiding
kinetic traps and minimizing the various potential frustration effects [13, 14]. Random
amino-acid sequences do not fold into unique conformations, i.e. they have more complicated
multi-valley free-energy landscapes, so one concludes that those sequences that correspond to
proteins have been selected genetically on the basis of their associated free-energy landscapes
[15, 16].

There is little consensus yet as to what is the main driving force in the folding process.
Some believe the hydrophobic—hydrophilic effect (i.e. hydrophobic side chains try to avoid
contact with the solvent, while hydrophilic side chains seek to be in contact with it) to be the
dominant factor in secondary and tertiary structure formation [15-18], with steric constraints
enforcing further microscopic specificity, and hydrogen bonds providing a locking mechanism
[19]. Others believe the folding to be mainly driven by the formation of intra-molecular (or
peptidic) hydrogen bonds on top of hydrogen bonding between side chains and the solvent
[20]. Most physicists’ studies either resort to models similar to self-avoiding walks on regular
lattices [21, 22] (usually via graph counting and numerical simulations), or focus on generic
properties of (free) energy landscapes [23-25], or try to exploit the one-dimensional nature
of the polypeptide chains [26-28]. In either case, in virtually all studies the amino-acid
sequences are regarded as frozen disorder, over which appropriate averages are calculated (in
statics of the free energy per monomer, in dynamics of the moment-generating dynamical
functional). This implies that the sequences at hand must be ‘typical’ within an appropriate
ensemble of sequences, which presents us with a serious fundamental problem. Amino-acid
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sequences of proteins are far from random: they have been carefully selected during evolution
on the basis of their functionality and their ability to lead to reproducible folds. Thus, one
either has to define an ensemble of amino-acid sequences on the basis of the known primary
sequences of real proteins that are being collected in biological databases, which removes the
possibility to carry out disorder averages in the mathematical theory analytically, or one has to
find a way to capture the essence of the observed biological sequences (as opposed to random
ones) in simple mathematical formulae. Although some analytical studies did involve non-
random sequences, the sequence statistics were usually not connected to folding quality as such
[29, 30].

There is an alternative strategy in the statistical mechanical modeling of interacting many-
particle systems with non-random disorder, which was followed successfully in the past, for
e.g. neural networks (where the synaptic connections between neurons represent the disorder)
[31-34] and for a simple mean-field hetero-polymer model [35]. Rather than averaging over
all amino-acid sequences (subject perhaps to experimentally determined constraints), one
combines the process of secondary structure generation (folding) with a slow-evolutionary
process for the amino-acid sequences (which represents the genetic selection of free-energy
landscapes) and one couples these two processes in a biologically acceptable way. One can then
try to solve for the ‘slow’ process upon assuming adiabatic separation of the two time scales,
using the so-called finite-n replica theory. This results in solvable models describing structure
generation in polypeptide chains with amino-acid sequences that are no longer random, but
selected in a manner that correlates with the folding process, without having been required
to capture the sequence statistics in a formula. It is encouraging that we know from previous
studies such as [31-35] that in such models the impact of the slow-genetic process is indeed
generally to drive the systems away from multi-valley energy landscapes toward single-valley
ones.

In the present paper we take the next step in this research programme, whereas [35]
involved a simplified model with only polarity-induced mean-field forces, here we develop
a theory for the coupled dynamics of (fast) folding and (slow) sequence selection on the
basis of the more precise Hamiltonian introduced in [26], which also includes short-range
steric forces along the chain. At a technical level our problem requires the diagonalization of
replicated transfer matrices, for which efficient methods have been developed only recently
[36-39]. We apply these diagonalization methods to the present model, within the ergodic
(i.e. replica symmetric, RS) ansatz, and show how they lead in the thermodynamic limit to
closed equations for non-trivial order parameters. In the context of protein folding one expects
the RS ansatz to be appropriate. In finite-dimensional replica calculations replica symmetry
is known to break down only for small values of the replica dimension #, i.e. at high genetic
noise levels, whereas here our interest is mostly in the regime of low-genetic noise levels.
Second, given the robustness and reproducibility of proteins’ secondary and tertiary structures
one must assume these systems to operate in an ergodic regime. Third, at a mathematical level,
our present order parameter equations will involve only quantities with a single replica index,
giving yet another indication that RS should hold. After first recovering the solutions of the
order parameter equations in various known limits, we focus on the biologically most realistic
regime of sequence selection at zero genetic noise levels, namely n — oo, where we extract
the non-trivial phase phenomenology and derive phase diagrams analytically. We find many
interesting phase transitions, both continuous and discontinuous, and remanence effects, all of
which can be understood and explained on physical grounds. This is followed by a numerical
analysis of the order parameter equations for nonzero genetic noise levels, and by tests of
the theoretical predictions against numerical simulations of the coupled sequence selection
and folding processes. Within the limitations imposed by finite size and finite relaxation time
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site i+1: (Nig1, dit1)

site i: ()\i7 (;Z)

site i—1: (Ni—1,0i—1)

Figure 1. Illustration of the chemical and mechanical degrees of freedom in our model. At each
site i of the chain we have a discrete variable %; which specifies the local amino acid type, and
a residue angle ¢; which defines its physical location relative to the one-dimensional polymer
chain axis (the ‘backbone’, drawn as a dashed line). In this example the number of possible
orientations of each residue is three. The black blobs represent locations occupied by residues.
The primary structure of the polymer (its chemical composition) is thus defined by (A1, ..., An),
and the secondary structure by (¢1, ..., ¢n). Both types of variables are assumed to evolve in
time, although on widely separated time scales.

effects, we find a satisfactory agreement between our theoretical predictions and the numerical
simulations.

2. Model definitions

2.1. The folding and sequence selection processes

Our model inherits much of its initial features from [26], and represents the amino-acid cores
as nodes in a one-dimensional chain. The global conformal state of the system is defined by
N successive angles ¢ = (¢, ..., ¢n) € QV of amino-acid residues, relative to the chain’s
backbone. Here Q@ = {0,2n/q,47/q,...,(q — 1)2w/q} C [0,27), where ¢ € N. The
simplified picture is that of residues being able to rotate (with constraints, and limited to g
discrete positions) in a plane perpendicular to the chain’s axis. The primary structure (the
amino-acid sequence) is written as A = (A, ..., Ay), with A; € {1,..., A} denoting the
residue species at position i in the chain (with A = 20 for real proteins). See also figure 1. In
contrast to [26], however, the primary sequence will here not be drawn at random, but will be
generated by an appropriate genetic selection process; this improves the biological realism of
the model, but will change and complicate the mathematics significantly. We will therefore
only include monomer-solvent polarity forces and steric forces, leaving out hydrogen bonds
for now. Furthermore, we refine the Hamiltonian used in [26] to take into account the effect
of the polymer’s overall polarity balance on its ability to exhibit predominantly hydrophilic
surface residues and hydrophobic core residues; for models with fixed primary sequences as
in [26] this would add an irrelevant constant to the energy, but for models such as the present
where the monomer sequences evolve in time this energy contribution will exert sequence
selection pressure with significant consequences. In many of our calculations we will also
choose g = 2, i.e. limit the residue angles to ¢; € {0, w}. This prevents us from having to
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generalize the diagonalization methods of [36, 37], which would probably require a separate
study in itself. Thus, for a given realization of the primary sequence A, the folding process is
assumed to be governed by the following Hamiltonian:

J
Hi(GIN) = =0 D JEGDEG )59,
ij

—Js Y cosl(ivi — ¢i) — (B — pi—1) — a(ui)]. )

£(L) € R measures the polarity of residue A (with & > 0 indicating hydrophobicity and &; < 0
indicating hydrophilicity). The first term in (1) favors conformations where hydrophobic and
hydrophilic avoid identical orientations, since this makes it easier for the polymer to find a fold
that shields its hydrophobic residues from the solvent while exposing its hydrophilic ones. The
second term represents in a simplified manner the effects of steric forces, characterizing each
residue A by a winding ‘distortion” angle a()) for successive residue rotations. If a(A;) = 0,
then residue i will prefer to have an angle ¢; such that torsion along the chain is homogeneous,
i.e. ¢pis1 — ¢ = ¢; — ¢i—1. The energies J, > J; > 0 control the relative impact of each
contribution. For a fixed sequence one can define the partition function Z¢(\) and the free
energy F;(\) for the equilibrium state of the folding process at temperature Ty = S~' (in units
where the Boltzmann constant equals kg = 1):

Zi(A) = Zexp[—ﬂHf(d)I)\)], 2
¢

Fr(\) = —p og Zr(N). 3)

It will be convenient to characterize the relevant chemical characteristics of amino acids by
the distribution

1 A
w(E, m =~ 8l& — EG13[ — cosla@]]. €
r=1

In principle, (4) reduces to a collection of 20 points in the (£, n) plane, but since it is impossible
to extract their precise locations directly from available data (see section 2.2) one has to rely
on sensible proxies’. As there is no obvious structural physical/chemical link between
residue polarity and geometric (steric) properties, we assume statistical independence, i.e.
w(&,n) = w&)w(n) (this will also induce welcome simplifications later). Typical simple
choices for w(&) would be w(§) = €6(§) + %(1 —BE -1 +8E+ D] or wE) =
%6[1 — &]0[1 + &]. Note that we may always choose the maximum polarity to be one, since
alternative values can be absorbed into the definition of the parameter J,. For w(n), natural
choices would be w(n) = 7! [;'da 8[n—cos(a)] = 7' [1 —arccos® ()]~ /20[1 —n]o[1+7]
orw(n) = %9 [1 —7n]6[1+n]. Here the allowed value range [—1, 1] is enforced by the physical
meaning of 7.

We now follow [35] and complement the folding process by an adiabatically slow-
stochastic evolutionary selection process for the amino-acid sequences. The assumption is
that this selection results from an interplay between the demands that (i) a sequence must
lead to a unique and easily reproducible equilibrium conformation for its associated folding
process, and (ii) the resulting structure is useful to the organism (e.g. it can act as a catalyst

3> We will in fact find that in the limit N — oo the only dependence of the system’s phase diagram on the amino-acid
characteristics {£(X), a(A)} is via the distribution w (£, 1), and involves only qualitative properties of this distribution,
such as symmetries and its finite support.
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of some metabolic or proteomic cellular reaction). If one takes the further step to quantify
the quality of an equilibrium conformation by the value of the folding free energy F;(A) (i.e.
taking ‘low-free energy’ as a proxy for ‘more reproducible’), together with the direct energetic
cost V() of not having strictly hydrophilic ‘surface residues’ and strictly hydrophobic ‘core
residues’, and if one assumes that biological usefulness can be measured by some utility
potential U (X), then the evolutionary process can be viewed as the stochastic minimization of
an effective Hamiltonian for amino-acid sequences that takes the form

HetO\) = UN) + V(X)) — B~ og Z¢(N). (5)

If the stochastic minimization is of the Glauber or Monte Carlo type, the evolutionary process
will evolve itself to a Boltzmann-type equilibrium state, namely P.,(\) o< exp[—f Heir(A)],
where B measures the (inverse) noise level in the genetic selection®. Our combined model
(fast-folding and slow-genetic sequence selection) is thus solved in equilibrium by calculating
the associated effective free energy per monomer

1 ~

fv = —=—log e PHer(N)

e
1

1 Z(N) ] e IV 6
BN og;[ r(V)]"e (6)

with the noise level ratio n = B/B. As in [31-35], this expression can be evaluated via the
replica formalism, where # is first taken to be integer and the result is subsequently continued
to non-integer values. Note that in this type of model the replica dimension has a clear
physical meaning as the ratio of temperatures. For n — 0 we recover the free energy of a
system with quenched random amino-acid sequences; for n = 1 we have that of an annealed
model, whereas for n — oo the sequence selection becomes strictly deterministic. In contrast
to previous coupled dynamics studies, however, here we have not only mean-field forces but
also short-range ones: the steric interactions in (1). The replica calculation will therefore be
quite different.

In this paper we limit ourselves for mathematical convenience to sequence functionality
potentials of the simple form U(X) = )", u(};). Similarly we choose the energetic penalty
V(A) on hydrophobic surface residues or hydrophilic core residues to be a function only of
the polarity balance k(\) = N~! > E(), putting V(A) = JoNv(k(XN) — k*) with a function
v(k) that is minimal for k = 0, where k* represents the ‘optimal’ polarity balance that would
give a protein with strictly hydrophilic surface residues and strictly hydrophilic core residues
(which one expects to be close to zero). This form for V (A) would emerge naturally if all
amino acids were to have similar values of |£(};)|. The implicit assumption is that if a polarity
balance k() is energetically favorable, i.e. close to k*, then the protein will be able to find
a fold that realizes the desired geometric separation of core versus surface residues. We will
discuss the mathematical consequences of making alternative choices in section 8. Since for
N — oo chain boundary effects must vanish, we also choose periodic boundary conditions
and take N even (for mathematical reasons which will become clear later).

6 Another way to see Why P (A) exp[—B Hegr(A)] is a natural evolutionary equilibrium state is to image having
real-valued A, evolving according to a Langevin equation in which the deterministic force is minus the gradient of the
energy Hr(A) + U (X) + V(X). Given adiabatic separation of folding and evolution time scales, one can then integrate
out the fast variables (the conformation angles) and find the Boltzmann state for the sequences A with effective
Hamiltonian (5). See e.g. [35] for details.
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Figure 2. Diagrams showing each of the 20 amino acids as a point in the plane, with the horizontal
coordinate giving its polarity value (taken from [43], and normalized to the range [—1, 1]), and
with the horizontal coordinate giving the cosine of an average conformation angle (averaged over
all proteins of a given class). Left: averages calculated for conformation angle ¢; right: averages
calculated for conformation angle y. Top row: averaging over all a-proteins for which structures
are available; bottom row: averaging over all B-proteins for which structures are available. All
conformation data were extracted from [41, 42].

2.2. Relation between model assumptions and biological reality

Here we discuss some of the assumptions and definitions of our model in the light of
experimental evidence from real proteins. Our choice for a single-angle representation of
the mechanical degrees of freedom of a monomer was motivated by our desire to limit the
mathematical complexity, although our methods would also apply if we were to work with the
conventional two conformation angles (¢, ). In fact, there is evidence [40] to suggest that
the conventional two-angle representation is redundant, and that only one newly defined torsion
angle is needed per amino acid to specify a protein’s conformation. If we insist on identifying
the single-site degrees of freedom in our model with one of the standard conformation angles
(¢, ¥), we have to choose the one that matches our statistical assumptions best. To do this, we
have calculated for individual amino acids the average of the observed conformation angles
(¢, ) over all occurrences of this amino acid in the database of known protein structures
(the SCOP database [41, 42]), which resulted in the graphs of figure 2, where we plot the
cosines of the average conformation angles of all 20 amino acids together with their polarity
values (according to the Eisenberg scale, taken from [43], and normalized linearly to the
range [—1, 1]). Both conformation angles (¢, ¥) give averages that have cosines of both
signs, both are biased toward positive values; however, the bias is more extreme in the case
of ¥. Since there is no such bias in our theory, the most suitable conformation angle to
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Figure 3. Diagrams showing all proteins in database [42], organized into the four main protein
families, as points in the plane, with the horizontal coordinate giving their inverse size N~! and
with the vertical coordinate giving their average polarity value kray = N1 Z,- & raw along the
chain (where the polarities &; 14w of the constituent residues are taken directly from [43], without
normalization to [—1, 1]). Dashed horizontal lines indicate the average overall polarity level found
within each protein class.

correspond to the orientation degrees of freedom in our model appears to be ¢. In the same
figure we can also see that there is no obvious correlation between polarity characteristics and
steric characteristics. In our model this is assumed to be a property of the amino acids, and
we will find in our analysis that neither the primary structure generation nor the secondary
structure generation introduces any such correlations. Finally, let us turn to the postulated
preferred average polarity of any amino-acid chain (which was used in our phenomenological
Hamiltonian), purely on the basis of the energetic need to shield hydrophobic residues from
the solvent and to expose hydrophilic ones. There is certainly evidence for the link between
the average polarity of a sequence and the surface-exposure pattern of the associated protein
structure [44]. If we plot all those proteins for which primary structure data are available as
points in a plane, with the inverse size 1/N as a horizontal coordinate and the average polarity
as a vertical coordinate, we obtain figure 3. This figure supports strongly the existence of an
energetically preferred average polarity k*, with a value close to zero in rescaled polarity units

Eel[-1,1]
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3. Replica analysis of the model

For integer n one can write the nth power of the folding partition function Z¢(A) in (6) in
terms of n replicas of the original system, to be labeled by &« = 1, ..., n. If the sum over the
sequences A is carried out before the sum over conformations, one finds an effective theory in
which the n replicas are coupled:

1 "
fv=—rgylos 3 e ™
¢',....¢"
1 o
H(- ) = -3 log 3 eF @ WUV V] ®)
A

For B — 0 (infinite temperature) we have BH(---) — —N log A and the free energy retains
only entropic terms, namely limg_o(Bfny) = —logg — n~'log A. Upon using (1), and
inserting ) ¢ 0¢,¢¢ into the polarity term of the folding energy, we can work out the effective
Hamiltonian (8). If we introduce appropriate integrals over §-functions (written in integral
representation) to isolate the quantities N~' Y, §(X:)84 pe, namely

| — / dZa; ;Z(w eiZaolzas =N~ X, £G)540] )
where ¢ = (¢Y,..., ¢%), we can carry out the sum over A in (8) and find, with the
abbreviation z = {zq4},
_EH(. )= 1 log Z MBI OD+N T o)k 5 T T, 5, G850

N

x ePs D iq COS[BY +7 —2¢F —a(ri)]

= Lo [ 9292 NS, tustairdy om0 () g k)]
N 2m/BN)I"
x 1_[ {Z e—nﬂu(l)—iﬁé()») P as ZagOp.p2 +BJs D coslf +o | =247 —a(M)] ) (10)

Inserting this into (7) leads to an expression for the asymptotic free energy per monomer
f = limy_ « fu thatcan be evaluated by the steepest descent. Upon eliminating the conjugate
integration variables {Za} by variation of {Zes}, giVing iZap = Jov' (3 Xgp 2ap —k*) =2/ pZag,
and upon defining the replicated single-site vectors ¢; = (¢>i1, cee ¢>[") the result takes the
form f = extr,p,(z) with

1 1 1
non@) = Jp ) zaptndy | 0| 0D Fae =K [ = | D e | V| 1D tae — K
ap [+70] [+70] [+70]

1
— g logA — lim —log Z [1M161-1. 1. $ralal, (11)

A
1 )Y 2Tzt =0 (2 zap—k*
Moy, &i, disilz] = A ZeﬁE( ) Lal2pzage =Iev' (i Lo Zao=k)]

=1
x @875 L oSO, 467 =20 —a()]—npu(h) (12)
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We recognize in (11) and (12) a replicated transfer matrix product embedded within a mean-
field calculation, and conclude that this model is therefore in principle solvable. The only
amino-acid characteristics that affect the folding process are its polarity £ () and steric angle
a(}), so we will from now on choose the single site functionality potential to have the form
u(r) = u&(A) + veosla(r)] (where u and v are control parameters).

3.1. The case g = 2

Our calculations become significantly simpler and more transparent for ¢ = 2. Here, after
a uniform basis rotation, the allowed residue angles are ¢; € {—m/2, 7/2}, which can be
written in terms of Ising spin variables o; € {—1,1} as ¢; = o;mw/2. We transform the
2n remaining replicated order parameters, which can be written as z,4, into new order
parameters my, = Zg+ — Zg— and ky = Zg+ + Zo—. Our equations will now involve the
replicated spin variables o; = (ai', e, oi"), and the cosine term in the exponent of the

transfer matrix simplifies to 07,07 | cos[a(A)]. With the short-hands m = (m, ..., m,)

and k = (ki, ..., k), (g(§))e = [dE w(§)g(&), and (g(n)), = [dnw(n)g(n), our previous
expressions (11) and (12) take the form

ne,(m,k) = %Jp(k2+ mz) +nJ, |:v (%Zka — k*) _ (%Zka> v (%Zka — k*>j|

1 . 1
_ E log A — 1\'11~I>I<1>0/3_N log Z l_[M[O','_l, o, o |m, K], (13)

O1,....,ON 1

Mloi_i, 0, o |m, k] = (717 Lo lhatmaof)—nu—nJo'G; Zﬂk“_k')]>
—1 bl 9 g

< <eﬁn[lyai+]<ai,1—nv]>n' (14)

The disconnection inside M[- - - | - - -] of the factor involving o; from that involving o4 - 0|
allows us to rewrite ¢, (m, v) into a more convenient form, with a new replicated transfer
matrix I'(m, k) that involves only the two sitesi — 1 and i + 1:

[[Mioir.0i 0inim K =[[Ts_, 0., (m. k), (15)

where
o= ) —nu—nd.v (L i
Tyo (m, k) = (1507 nv])n(eﬁeu,xzakwma) np—nJev' (LY ke k)])g' (16)

Since N is even and we have periodic boundaries, even sites thereby disconnect from odd sites.
The trace in @, is now in leading order for large N expressed in the usual manner in terms of
the largest eigenvalue A(m, k) of the matrix I'(m, k):

Nliﬁm@%log > HM[...|...]

.2 N/2
= lim N log Tr[T"/“(m, k)] = log A(m, k). (17

N—o00
In fact, the specific dependence of ¢, (m, k) on Kk via (14) is such that all its saddle points will
have k = k(1, ..., 1). This reduces the number of order parameters from 2n to n + 1. We
now have f = extry x¢, (M, k), with
1 m2 2 * l * 1
(M, K) = —J, | —+k" ) + Jo[vlk — k) —kv'(k — k")] — — log A
2 n np

—Llogk(m, k), (18)
np

10
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F”U,(m’ k) — <eﬂr/[J;a'~o’7nv]>n<enﬁ§[Jp(k+n_]m~a')7u7]gv’(k7k")]>$. (19)

Our problem has been reduced to the diagonalization of the 2" x 2" replicated transfer matrix
(19). This matrix can be simplified to a form analyzed in [36-39] upon making the so-
called replica symmetric (RS) ansatz, which is equivalent to assuming ergodicity. Since the
order parameters in the present model have at most one replica index, one expects RS to be
exact at all temperatures. Now one has m, = m for all «, which simplifies our solution to
f = extr,, rprs(m, k) in which

1
u(m, k) = Ejp(mz +k%) + Jo[v(k — k*) — ko' (k — k*)]
log A +log Agrs(m, k)

20
B (20)
where Ars(m, k) is the largest eigenvalue of
Lo m, k) = (&P o =ml) (nPEUp (i B o) e Ja (k) (21)
Working out the saddle-point equations for {m, k} from (20) leads us to
— log A k 22
= Bl am g Ars(m, k), (22)
1 a
IOg )\Rs(m k) (23)

ﬂn[] — Jov"(k —k*)] 0
An alternative (but equivalent) form for our order parameter equations that does not require
differentiation of Ags(m, k) is obtained if we extremize ¢, (m, k) at the stage where it is still

expressed in terms of a trace of powers of the matrix I'rs(m, k), namely

m =

KB N2
B, Nh_l)noo P logTr[ (m, k)]

N/2
o T[a,nFRs(mez) Prs_(m. b)] @)
IBan N—o0 [ /(m k)]
_ 2 limN%oo;—klogTr[ N/z(m k)]
" pn Ty — Jou"(k — k*)
N/2
L Tr[ 2 Trs(m, k) - Tpe“(m, k)] @)

T B N=o [, — Tk — k*)]Tr[ Trd>(m, k)]

Upon working out the partial derivatives of I'rs(m, k), and upon writing the left and right
eigenvectors of I'rg(m, k) corresponding to the largest eigenvalue as {u{;} and {ul; }, the limit
N — oo can be taken. To avoid unwieldy equations we drop the explicit mentioning of the
arguments (m, k) for quantities such as Ars, {u5} or {u%} from now on; the formulae should
make this dependence clear. Using the replica permutation invariance of RS equations, the
result can be written as

L R
m:Z U501 Ygith, ’ 26)

L R
ARS Do UGUR

Yoo usYoou®,
ARs Do, ubul

k = Q27

11
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where

Yo’o" — (eﬁn[JJo'»a’—nv]> (%. enﬂé[],)(k+% > Um)—/L—JgU/(k—k')]) (28)
n

=
Finally, the physical meaning of the order parameters m and k, expressed in terms of the
original variables {o;, A;} and averages over the equilibrated coupled relaxation processes, is
found to be (see appendix A):

1

m= lim =3 (G, (29)
.1

k= lim =3 ((EG)) (30)

i

(with double brackets ({---)) denoting equilibrium averages over both the fast secondary
structure formation process and the slow-sequence selection process). Within the present
model we may interpret m = 0, where the equilibrium amino-acid residue orientations are
uncorrelated with amino-acid species, as describing a ‘swollen’ state where secondary structure
fails to develop (although, as we will find, for m = 0 there could still be phase transitions in
terms of the amino-acid statistics, as measured by the order parameter k). States with m # 0
would exhibit secondary, and by construction (via the polarity term in the folding Hamiltonian)
also tertiary structure, so should be described as ‘collapsed’ states.

3.2. Solution of the replicated eigenvalue problem

It was argued in [36] that the left and right eigenvectors {u](;} and {uﬁ} corresponding to the
largest eigenvalue of matrices of the class (21) are of the following form:

u§=/dx @ (x) e Lo, (31)

ut = f dy W(y)ef? 2 (32)
Inserting (31) and (32) into the right/left eigenvalue equations ), Fgg,uﬁ, = Arsu} and
Do FE,S’UMI;, = ARsuI;, followed by use of the identity g(£1) = exp[B(B £ A)] with

A= # log[g(1)/g(=D], B = élog[g(l)g(—l)] (33)

leads us to a re-formulation of our eigenvalue problems in terms of integral operators, where
the role of n has changed from controlling the dimension of the problem (limited to integer
values) to that of a simple parameter that can be continued to the real line:

Ars @ (x) = /dx/l\qu(x,x/)q)(x/), (34)
ArsW(x) = /dx'Aw(x,x’)W(x’). (35)
With help of the short-hands

Alx,y) = %tanh_l[tanh(ﬂx) tanh(By)], (36)

12
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1
B(x,y) = 2% log[4 cosh[B(x + y)] cosh[B(x — y)]I, 37

one can write the kernels in (34) and (35) (of which again we seek the largest eigenvalue) as

Ao(x,x') = ([8lx — §Jpm — A(x', nJy)] PIEC I kI hkmk) —vnl)) (38)

&n’

Ay, x') = ((81x — A + & Jpm, )] PBCELmnbsepkon=TaGknzmly - (39)
Both kernels Ag(x, x") and Ay(x,x’) take only non-negative values, so the eigenvalue
problems (34) and (35) support solutions where ®(x) > Oand ¥ (x) > Oforallx € R. We may
then normalize these functions according to f dx ®(x) = f dx W(x) = 1 and interpret both, in
view of (31) and (32), as field distributions. A consequence of this normalization convention
is that we obtain two relatively simple (and equivalent) expressions for the eigenvalue Aggs
upon integration of (34) and (35) over x:

Ags = / dx @ (x) (e"PIBGMIHEU k=T k)=l

- (40)

)“RS Z/dx \IJ(x)«enﬂ[B(x"'émeqn-]s)+S(ka_/-"_-]gU’(k_k'))_url]>>§ ) (41)

Given the normalized solutions W(x) and W(x) of (34) and (35) with the largest eigenvalue,
which will generally have to be obtained by numerical iteration, we can work out the remaining
contributions to our order parameter equations (26) and (27), such as

> ubuf = 2"/dx dx’ @ (x)W (x) cosh"[B(x + x)], 42)

Z uf;eru];, _ 2”/dx A’ cb(x/)\p(x)((%.enﬂ[B(x’,nL)+E(J,,k—u,—JgU’(k—k*))—nv]

oo’

x cosh"[B(x +EJpm + A, nI D)), (43)
Z uboYpou®, = 2"/dx dx’ & (x")W (x)((€ tanh[B(x + EJ,m + A(x', nJ)))]

oo’

x @BIBO I+ (Jpk—p—Jgv'(k=k*) =]

x cosh"[B(x +&J,m + A(x', nJ))])), - (44)

3.3. Simplified form of the theory

Equations (26), (27), (34) and (35) (where we need the eigenfunctions with the largest

eigenvalue) together with the supporting expressions (38)—(44) constitute a closed set of

equations for the RS order parameters {m, k, ®(x), V(x)} of our model. We now simplify

this set further. First we define the following polarity probability density:
w(E) ePEUpk—n—Tov =k

= /’dé—/w(s/) enﬁé’(],,k—u—lyv’(k—k‘)) .

It represents the amino-acid statistics that would have been observed in the absence of the
fast process (see appendix A). If we normalize the eigenfunctions {® (x), ¥(x)} according to

p§)

(45)

13
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Jdx ®(x) = [dx W(x) = 1 we find that they are to be solved from

/ / — — ! nBB(x',nJs)—vn]
cp(x)zfdsp(s){fdx ) Ja )il = §lpm= Alr, nh ) } (46)

[dx’ @(x) [dn w(n) emBIBE ns)—vn]

_Jdx! [dE p()W (' = EJ,m) [dnw(n)dlx — A, nJ)] e B kvl
Jdx’ [d& p(€)W (x'— &J,m) [dnw(n) "B 1k -vil '

The variables x in ®(x) and W(x) have the dimension (in spin language) of fields, so ®(x)

and W (x) must represent field distributions. In fact they are connected in a very explicit way:

they can be expressed in terms of each other via

_ [ @) fdnwmslx — AR, )] e"E vl

- fdx’ q)(x’) fdn w(n) enﬂ[B(X’,nJ.;)*vn] ’

W (x)

(47)

W(x)

(48)

®(x) = / 0 p(E)W (x — JymE). 49)

One proves these statements by substituting (48) into (47) and (49) into (46), which shows in
either case that both sides of the respective equations are identical. The remaining eigenvalue
problem (47) is still non-trivial, but some properties of its solution(s) can be established easily.
First, it follows from |tanh(BA(x', nJy))| = |[tanh(Bx") tanh(BnJ;)| < tanh(8|n|J,) that any
solution W(x) must have W(x) = 0 for |x| > J; max, =0 [n]. Second, as soon as J; > 0
and J,m # 0 there cannot be solutions of the trivial form W(x) = §(x — x*) for finite n.
This is clear upon inserting W (x") = §(x" — x*) into the right-hand side of (47): for J; > 0
and J,m # 0 there will always be multiple values of A(x*, nJ;) (since n and & take multiple
nonzero values), so it is impossible for the right-hand side of (47) to produce a é-function.

We can now eliminate the distribution ® (x) and its eigenvalue problem from our theory,
and reduce our order parameter equations to a set involving {m, k, ¥ (x)} only. The function ¥
is still to be solved from the eigenvalue equation (47), whereas our two scalar order parameter
equations can now be made to take the transparent form

mzfﬁwwm@amwm, (50)

k=/@MWW@& 1)

with the joint equilibrium distribution W (%, &) of local effective fields and polarities:
p(&) cosh”[Bh] [dx W(x)W(h — x — J,mé&)

Wik §) = [d&"dh' p(&") cosh"[Bh'] [dx W(x)W (W' — x — J,m&") 2)
Upon calculating the equilibrium distribution
1
m(E. ) = Jim 3 (315 — £)180n — cosla()ID) (53)

(see appendix A) one finds that w (£, n) = 7w (&) (n), and that 7(§) = fth(h, £). The
equilibrium distributions 7 (§) and 7 () will generally differ from the prior distributions w(§)
and w(n) that would be found upon simply drawing amino acids at each site randomly and
independently. However, the factorization w(§,n) = m(§)m(n) tells us that, although it
impacts on amino-acid statistics, in the present model the sequence selection process does not
induce correlations between polarity and steric angles.

Given a solution of equations (47), (50) and (51) we can evaluate whether it is the physical
one (i.e. that with the lowest free energy) by calculating (20), which now takes the simple

14
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form

log A
Bn

log / dE w(E) PEUk—n—Jovk—k")

@ = %J,,(m2 +k%) + Jo[v(k — k*) — kv'(k — k*)] —

1
B

- ﬁl—n log / dx dg p(E)W (x — Jpmé) f dn w(n) eI, (54)

4. Solution of order parameter equations for special cases

4.1. The state without the secondary structure

Our equations always allow for solutions with m = 0, describing states where no secondary
structure develops. To see this we first note that now W(x) = ®(x) for any x, that (36) and
(37) obey A(—x,y) = —A(x, y) and B(—x,y) = B(x, y), and that

Ag(x, x'[0, k) = (8[x — A, )] enﬁ[B(x’,an)fvn])n(enﬁé(lpkfuflgv/(k—k'))>é. (55)

Due to the above symmetries of A(x, y) and B(x, y), one has Ay (x, x") = Ay (—x, —x'),
so Ay commutes with the parity operator. Its eigenfunctions are therefore either symmetric
or anti-symmetric. The anti-symmetric eigenfunctions are ruled out by the requirement
W(x) > 0, so we conclude that W(x) must be symmetric in x, and that therefore
W(—h, &) = W(h, &). From this it follows, via the saddle-point equation for m, that m = 0
indeed solves our equations for any choice of the control parameters.

The distribution W (x) is for m = 0 to be solved from

_ fdx’ W(x") fdr; w(n)d[x — A(x', nJy)] e"PLEC nJ)=vnl

v
0 fdx’ W(x") fdr] w(n) e"PLBG 1) —vn]

(56)

This equation has the trivial solution W(x) = §(x), which is in fact unique. To prove
uniqueness we use [tanh[8A(x’, nJ;)]| = |tanh(Bx")|tanh(BJ;). Since W (x) = O for |x| > J;
we can define the largest interval [—u, u] C [—J;, Js] such that W (x) = O for x ¢ [—u, u].
Inside the numerator of (56) we now know that any nonzero contribution to the integral
must have |x'| < u, so [tanh[BA(x', nJy)]| < |tanh(Bu)|tanh(BJ;). Hence equation (56)
tells us that if ¥ (x) # 0 then |tanh(8x)| < tanh(8J;)|tanh(Bu)|, but now one must also have
[tanh(Bu)| < tanh(BJ;)|tanh(Bu)|. Clearly the only u that satisfies the latter inequality is
u = 0, which completes the proof that W (x) = §(x).

Furthermore, upon inserting ¥ (x) = §(x) equation (52) tells us that W (h, §) = p(§)§(h),
with p(&) given by (45). This makes sense, since the contribution to the fields that depends
on the polarity does so via the mean-field forces, which are absent for m = 0, whereas in
the absence of long-range folding forces the remaining one-dimensional chain cannot order
(hence all effective fields are zero). The saddle-point equation for k can be simplified to

fdi_- Ew (s) enﬂé[],,kfuf‘lgv’(kfk’)]

T [dE w(E) el k—n—I v kT (57)

This equation shows that even for m = 0 (i.e. no secondary structure) there is still an effect of
the coupling between sequence selection and residue orientation: there will still be an effective
preference for homogeneous sequences, due to the increased potential for energy gain (via
Jp) if monomers are of the same type, which is however counter-acted by the energy cost of
polarity homogeneity as controlled by J,.
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Finally, using the above results as well as B(0, nJ;) = /3’1 log[2 cosh(Bv J;)], the free
energy of the m = 0 state is seen to take the value

1 1 ki
¢ = Ekaz + Jo[v(k — k%) — kv'(k — k)] — B log /dg w(E) ePErk—n—Jev'k=k"))
n

_ 10g2 _ IOgA _ L IOg [dn w(n) en[logcosh(ﬂv‘/s)fﬁvr]]_ (58)

B pn pn

4.2. Analytical solution in verifiable limits

4.2.1. Infinite temperature. In the infinite temperature limit 8 — 0 one has A(x, y) =
Bxy+O(B3) and B(x,y) = B~ log2 + %,3()62 +y2) + O(B%). From this we can immediately
extract the following solution of our saddle-point equations (47), (50) and (51):

,sl;il% W(x) =3d(x), éin% W, ) =w&)dh), (59)

li = li = .

limm =0, link = [dcu@ (60)
The corresponding value for the free energy (54) is

;irr%) Bf = —n"'log A —log?2. (61)

This is just the B — O limit of the m = 0 (swollen) state. We recognize the free energy
reducing to the entropic contributions from the angular (—8~"log2) and from the sequence
(—(Bn)~'log A) degrees of freedom, and the average polarity k reduces to that of the amino-
acid pool. All this is easily understood on physical grounds.

4.2.2. Random sequences: n — 0. Accordington = /B this limit describes the case where
monomer sequences are selected fully randomly, independent of the functionality potential
or the secondary structure they would generate. Our equations must for n — 0 therefore
reproduce the theory developed for random hetero-polymers in [26], provided we set the
hydrogen bond coupling in [26] to zero. Here we find for n — 0 that our equations indeed
simplify considerably. As expected we obtain p(§) = w(£), since sequences are selected
randomly from the amino-acid pool, and hence k = (§):. We are then left with the following
eigenvalue problem for W (x):

W) = / dy W) (SLx — Ay + JymE, nJ) e 62)

with ®(x) = (W (x — J,mé))e. But now the order parameter m (which measures the degree
of orientation specificity along the chain of hydrophobic versus hydrophilic residues) is to be
solved from

m =<5 fth(h|é)tanh[,3h]> , (63)
H

W(h|E) = /dx W)W (h —x — J,mé). (64)

Equivalently, upon using (62):
m= fdx dx" @ (x" )W (x)((§ tanh[B(x + & J,m + A(x", nJ))]))e.n- (65)
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The corresponding free energy per monomer is

log A 1
lim (f+ o ) = Ty (P (E)2) + lE) + vin)y + Ju((E)e — k)

n—0 ‘B}'l 2 P

- /dx D x)(B(x,1nJs))y- (66)

The theory for random sequences in [26] (based on random field techniques rather than the
replica formalism) involved as its main order parameter the distribution P (k|8J,m) of three
ratios k = (ky, k», k3) of conditioned partition functions (condition on the values of the last
two spins of the chain). The link between our present equations and those in [26] is made via
the identification

Poo(k|BJ,m) = 8(k3 — ki) /dx dy ® (X)W (y)8(ky — )8 (ky — 2Py, (67)

Using ®(x) = (Y(x — Jymé))e, equation (62) and the relation A(x,y) =
(2B) ! log[cosh(Bx + By)/ cosh(Bx — By)] one proves that (67) obeys

Fi1K'|BJsn)
Poo(K|BJpm) = /dk’Poo(k’lﬁme)<<8 [k— (Fz(k’Iﬂan,ﬂmeS) )}>>
&n

F3(K'[BJIsn)
with
e“kiky +e™* e kiky +e* 2
Fi(klx) = —————, Frklx, y) = ———— ke, 68
1(K|x) e kiky + O 2(Kklx, y) Ay 3€ (68)
Ykoks +e7F
Filklx) = —22C (69)
e *kyks +e*

which is indeed the limit Jg; — O of the equation derived for g = 2 in [26].

4.2.3. Mean-field limit. A second limit which can be verified using earlier work is that
where J; — 0 and J, — 0, describing the coupled dynamics of sequence selection and
secondary structure generation in heteropolymers with (one type of) polarity energies only,
the simpler case studied in [35]. In this limit the model contains only mean-field forces,
and no longer involves transfer matrices. Using the identities A(x,0) = 0 and B(x,0) =
B! log[2 cosh(Bx)] one extracts from (47) that ¥ (x) = §(x), and so

m= f d& dhW (h, £)E tanh[Bh], (70)
k= /ds dhW (h, £)E, (71)
Wh. €)= cosh"[Bh]p(§)s[h — &J,m] (72)

[dh’ cosh™[Bh'] [d&' p(&)S[h' —&'J,m]’

As could have been expected, the equations for the scalar order parameters (m, k) already
close onto themselves. In explicit form, they are

__ (£ tanh(BE J,m) e"PEUnk=1) cosh” (BE J,m))e 73)
"= (PRI cosh (BE J,m)) ’

17
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L — (Se'lﬂwp":“) cosh” (BE Jym))e 74
(enﬂé('lnk 0] cosh” (,BE me))E

The amino-acid statistics in equilibrium are given by
w(E) e"PEUrk—m) w(n) e BVn
T Jaw@erain P fapin e

Finally, using ®(x) = [d§ p(§)8[x — &J,m] we may work out the value of the free energy
per monomer for J; = O:

p§) (75)

. 1 5> o logA  log2 1
e

- ﬁin log / d& w(&) cosh” (B& J,m) e"PErk=i), (76)

log/dn w(n) e PN

The specific model studied in [35] had & € {—1, 1} and w(§) = %(55,1 +8¢,-1), 1.e. no varying
degrees of hydrophobicity or hydrophilicity and a polarity-unbiased amino-acid pool. Steric
effects did not come into play in [35] (monomers were characterized only by their polarity), so
we may here simply take v = 0. These choices simplify our two remaining order parameter
equations (73) and (74) to

m = tanh(BJ,m), k = tanh[nB(J,k — w)l. a7
These equations are indeed identical to those of [35], given ¢ = 2. Similarly, for
w() = %(85,1 + 8¢ —1) and v = O the free energy per monomer (76) now simplifies to

lim f = %J,,m2 — log;% — %log[2 cosh(BJ,m)]

J;—0
1 1
+ Ekaz ~ % log[2 cosh(nB(J,k — w))]. (78)

Apart from the excess entropy —log(A/2)/Bn due to the extra chemical degrees of freedom
of our present monomers compared to those in [35] (and modulo a trivial typo in [35]) this is
indeed the free-energy expression found in [35] for ¢ = 2.

5. Transitions and phase diagrams for deterministic sequence selection

We now turn to non-trivial regimes where an analytical solution is still possible, but where our
model does not map onto any existing model in the literature. The biologically most relevant
regime is that of low or even absent genetic noise levels, namely n — oo. We still have to
select a form for the polarity balance potential. Since v(k — k*) must be minimal at k = k*
and increase monotonically with |k — k*|, we choose a simple quadratic form v(u) = %uz.
Thus from now on we will have v'(u) = u and v" (1) = 1.

Since n = /B, the limit n — oo corresponds to the case where monomer sequences
are selected fully deterministically, such as to minimize the effective Hamiltonian (5). Here,
in view of many exponents in our equations growing with n, we may evaluate virtually all
integrations by steepest descent. With a modest amount of foresight we define the canonical
polarity balance k as

k=)l
1—J,/J,

Clearly lim, oo ko = k* and limy, ,oko = u/Jp. To keep our analysis as transparent as

possible we will not consider pathological parameter coincidences but restrict our discussion

ko (79)
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to the generic scenario where J, # J,, v # 0, and ko € (-1, 1); the system behavior in
the pathological cases can always be understood as specific limits and/or degeneracies of the
more generic solutions. Here, the order parameters {m, k, W(x)} are to be found by analyzing
the solutions for n — oo of the following equations, where the complications are mainly in
the subtle dependence of the distribution W (x) on n:

[dx’ [d& pE)W(x') [dnpwn)s[x — A(x' + J,mé&, nJ;)] ePLBE+Tpmenlo—vnl

Y= Jdx’ [dE p(E)W(x") [dnw(n) ePLBE+TpmEnd)=vn] ’
(80)
Jd& p(§)& [dx dy W(x)W(y) tanh[B(J,m& + x + y)] cosh”[B(J,m& +x + y)]
m = (81)
[d& p(§) [dx dy W (x)W(y) cosh"[B(J,mE +x + y)] '
_ [d& p(§)€ [dx dy U (x)W(y) cosh"[B(JymE +x + )] 82)
[dé p(&) [dxdy W(x)W(y) cosh"[B(J,mE +x +y)]
with the abbreviations
w(s) enﬁé(‘lp_‘lg)(k_kt))
P = [dg w(E") enfE Up= ko) ? (83)
ko = (K" —wu/Jp) /(1 = Jp/ ). (84)

Once the above equations have been solved for n — o0, the associated values of the free
energy per monomer subsequently follows upon taking the n — oo limit in (54).

5.1. The two simple cases J; = 0 and J,m =0

In both these special cases our problem simplifies significantly due to ¥ (x) = §(x) (a property
which has been established earlier). If we define
1
LE) = B log cosh(BJ,mé&) +&(J, — Jo)(k — ko), (85)
we see that our remaining equations for m and k reduce to a simple form in which for
n — oo the integration over £ is dominated by the maximum of L (&), subject to the constraint
& € [—1, 1] imposed by the measure w(£):

Jd& w(§)& tanh(BJ,m§) e"PLE

m = lim TdE w(E) epL® : (86)
npL(E)
k= fim 95wk 87)

n—00 fd,s;-‘ w(§) enPL®) ’

If J,m # 0 then L (&) is maximal either for & = sgn[(J, — J)(k — ko)] Gf lim,,_, oo kK # ko),
or for & = £1 (if lim,_ . k = ko). In either case one has & € {—1, 1}, so we always find
for n — oo the simple Curie-Weiss law m = tanh(8J,m) which describes a transition to
secondary structure at T = J,,. Our equation for k, on the other hand, will produce for n — oo
only solutions of

k = sgn[(J, — Jo)(k — ko)] (88)

(this includes the case k = ko). Graphical inspection of this equation shows immediately
that for J, < J, the only solution is k = ko, whereas for J, > J, we have the additional
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solutions k = £1. If J,m = 0 then L(§) is either maximal for § = sgn[(J, — Jg)(k — ko)]
(Gf lim, .o k # ko), or it is a constant on & € [—1, 1] (if lim,_.o k = ko). Here one has
& e {—1, 1} only if k # ko.

Working out the free energy per monomer (54) gives, using B(x, y) = B(|x|, |y|) and the
property that B(|x|, |y|) increases monotonically with both |x| and |y|,

1 2 1 *2 1 2
<p=§J,,m +=Jok +§(J,,—Jg)k

2
— lim IBL log /dn w(n) /dég- w(&) enﬂ[é(lp—Jg)(k—ko)+B(meS,an)—vn]’
n—oo fn
1 1,1
=3 m* + 57k 24 5p = J )k
—  max {E(Jp - Jg)(k_kO)'l'B(meéy UJs)—WI},
&nel—1,1]
1 2 1 *2 1 2
= 5 pm-— B(Jp|m|, Jo) + Ejgk — |v] + E(Jp — Jg)k — |Jp — nglk — ko, (89)

where the maximum corresponds to 7 = —sgn(v) and & = sgn[(J, — J;)(k — ko)]. The last
line reveals that in cases where we have multiple solutions, namely J, > J,, the solution
k = ko is always a local maximum of ¢ and k = %1 are always local minima. Of the latter

two, the lowest free energy is found for k = —sgn(kg) (this is therefore the state that is not
only locally stable but also thermodynamically stable). Therefore

Jp > Jgi k=21, J, < Jg: k=k (90)
This implies a discontinuous phase transition at J, = J,, where we go from k = *£1

(homogeneous polarity sequences) to k = kp € (—1,1), where the sequence becomes
inhomogeneous in polarity.

If we calculate the distribution W (£, h) for the above solutions we always find W (&, h) =
w(£)8(h), but with potentially different polarity statistics. For the k = =+1 states one has
(&) = 8(§ — k). For the k = kg solution, however, we need to look beyond the leading order
and write k = ko +n 'k, + O(n~?). Here we find for n — oo:

w(&) eBEUp—Joki

O = Ty oD
with k; to be solved from
d BEW, =Tk
_ JdEw®)Ee o)

T Jdg w() P IOk
This concludes our solution for the simple cases J; = 0 and J,m = 0. From now on we
consider the case where J; > 0 and J,m # 0.

5.2. Summary of the n — oo theory

The full analysis of our order parameter equations in the limit n — oo via saddle-point
analysis, for arbitrary (Js, J,,), turns out to be non-trivial; details of this calculation would
interrupt the flow of the paper and have therefore been delegated to appendix B. The end result,
however, is surprisingly simple. We can summarize the final equations for our order parameters
(k, m) describing the system states as identified in the limit » — oo in the following compact
way:

Jg > Jp: k = ko, m=0 or Fg,; (m)=—tanh(BJ;), (93)
Jp > Jg: k = =1, m =0 or Fgy (m)=sgn(v)tanh(BJ), %94
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in which the function F, (m) is defined as
_ tanh [%xm — %tanh_1 (m)]

F.(m) = .
() tanh [{xm + § tanh™' (m)]

95)

Only the solutions with k = k¢ as obtained for J, > J, correspond to hetero-polymers with
inhomogeneous polarity along the chain, i.e. to systems of the protein type. The solutions
with k = £1 (with k = —sgn(k() being also thermodynamically stable) describe a situation
where the sequence selection results in polymers with homogeneous polarity. For J, > J,
we have two further conditions (B.26) and (B.27); these are always satisfied for m = 0, but
may be violated by saddle points for which |m| is too large. We observe that for v < 0
the homogeneous polarity states and the inhomogeneous polarity states exhibit fully identical
levels of the secondary structure (as measured by m), for any combination of 8J, and BJ;.
Here it is therefore also easy to show by comparing the two free-energy expressions (B.29) and
(B.45) that for J,, > J, the free energy per monomer of the k = %1 state is lower than that of
the state k = ko, whereas for J, > J, the free energy of the k = ky state is lower. For v > 0,
however, the two states no longer have identical values of m, with that of the k = +1 state
being lower; here the system finds it increasingly difficult to combine homogeneous polarity
sequences with the secondary structure.

Let us inspect the bifurcation phenomenology for the order parameter m. Note that
Fo(m) = —1 for all m € [—1, 1], and that F,(m) = 1 for all m € [—1, 1]. For x > 0 the
function F, (m) is symmetric in m, with F,(+1) = —1 and with
—1 ,x(3 — x?)

—m
+1 3(x +1)2
(see also figure 4). In view of the symmetry F, (—m) = F,(m), we conclude that (depending on
the values of (x, y)), the equation F (m) = y has either zero, two (£m*), or four (£m*, £my)
non-trivial solutions in m.

In the (x, y) plane, where x = BJ, and y = tanh(o8J;) with 0 = %1 (so 0 = sgn(v)
for J, > J, and 0 = —1for J, > J,), the bifurcation scenarios for our saddle-point equation
F,(m) = y can now be summarized as:

Fy(m) = ’; +O@m*) (96)

x < +/3: continuous transition at Ye=x-=-1/(x+1)
y<y.: me{0,m*(x)}
y>y: m=0,

x > +/3: continuous transition at Ye=x—-1)/(x+1)
y<y: me{0,m*(x)}
y>y.: me{0,xmo(x), £m*(x)}
discontinuous transition aty. > (x — 1)/(x + 1)

y<y.: m{0,£mo(x), £m*(x)}

y>y.: m=0.

The result is shown in figure 5.

5.3. Phases, transition lines and phase diagrams

We can characterize the phases of our system for n — oo in terms of the values for the
order parameters (k, m), where k provides information on the primary structure (the average
polarity) and m provides information on the secondary structure (the extent of order in the
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Figure 4. The function F,(m) for x € {§,1,3.2, 3.3,1.4,3.5) (from bottom to top).
Solving the equation F,(m) = y for m can give at most one positive solution if x < /3,
where [sz,((m)/dmz]l,,,:() < 0. It may have two positive solutions if x > /3, where
[d Fy (m)/dm?)|p=0 > O, provided one also has y > Fy(0) = (x — 1)/(x + 1). For sufficiently
large y the equation Fy(m) = y will no longer have any solutions.

z <3 z >3
1 1ﬁ
m m :‘r‘;
y Loy
-1 _14

Figure 5. The bifurcation scenarios for the solutions m of the equation Fy(m) = y, with
x = BJp and y = sgn(v) tanh(BJs) € [—1,1] for J, > J, and y = —tanh(BJ;) € [—1,0]
for Jg > Jp,. Solid lines correspond to stable solutions (local minima of the free energy),
whereas dashed lines correspond to unstable ones. The trivial solution m = 0 changes stability at
BJy = %Sgn(v) log(BJ,) for J, > J, and at BJs = %log(ﬂJ,,) for Jg > Jp.

side-chain orientations). The system is found to exhibit five phases:

HS

HC

HM

22

(homogeneous and swollen):k = £1,m =0

primary structure but no secondary structure,

selected sequences are homogeneous in polarity.

(homogeneous and collapsed): k = £1,m # 0

both primary and secondary structures,

selected sequences are homogeneous in polarity.

(homogeneous and mixed): k = %1, coexistence of m = 0 and m # 0
primary structure, with secondary structure controlled by remanence,
sequences are homogeneous in polarity.



J. Phys. A: Math. Theor. 41 (2008) 285004 S Rabello et al

IS (inhomogeneous and swollen): k = kg, m = 0

primary structure but no secondary structure,

selected sequences are inhomogeneous in polarity.
IC (inhomogeneous and collapsed): k = ko, m #~ 0

both primary and secondary structures,

selected sequences are inhomogeneous in polarity.
There is no random (paramagnetic) phase m = k = 0. This is a consequence of the n — oo
limit: since the noise in the genetic selection (representing mutations) is removed, there is at
least always a primary structure developing as measured by k # 0.

Similarly, we can summarize the transitions we have by now identified:

e HS — IS and HC — IC: discontinuous transitions, at
Jg = Jp. 97

The HS — IS line is found in the regime of small values of J,. The HC — IC line is
found for large values of J,. Along the latter line, if v < O only k is changed at the
transition, if v > 0 both k and m are changed.

e HS — HC, IS — IC and HC — HM: continuous transitions, at

1sgn(v) log(BJ,) it J, > J,
— 3 log(BJ,) it J, > J,.

The HC — HM line exists only when J, > J, and v > 0 (where the coexistence phase
HM is found).
e HS — HM: discontinuous transition, to be solved from the coupled equations

BJs = ©8)

tanh [$8J,m — 1 tanh™"' (m)]
tanh [1BJ,m + § tanh™"' (m)]

= tanh(8J,), 99)

1 — tanh? [%,BJ,,m — %tanh_l(m)] BJ,(1 — m?) —1
1 — tanh® [1B8J,m + 1 tanh~' (m)] BJ,(1 —m?) +1

= tanh(BJ;), (100)

where the second equation is obtained from combining Fg;,(m) = tanh(BJ;) with
dimF,gjp (m) = 0. This line starts at the triple point (8J,, BJ;) = (\/3 1log 3) in
the (8J,, BJ;) plane, and rises continually for 8J, > /3. It emerges only for J, > J,
and v > 0 (where the coexistence phase HM is found).

At the continuous transition (98) the m # 0 state always takes over the stability from the trivial
one. This can be seen upon expanding the two free-energy expressions (B.29) and (B.45) for
small m. For both expressions this gives

By — ) = 1mz(,f;J + 1)2{tanh2(ﬁj)— (ﬁj” _ 1)2} +0Om>)
¢ = Pm=0) = 3 p s ,BJP 1 .

Although both are co-located and are continuous in the fundamental order parameters (m, k),
there is an important difference between the HS — HC and the IS — IC transitions, which
involves the behavior of the polarity distribution 7 (£). As one crosses from HS into HC, 7 (§)
remains unchanged, taking the value 7w (§) = §(§ — k) in both states. In contrast, we know
from (91) that the IS state has a continuous polarity distribution 7 (§) = f dhW (&, h), whereas
the IC state has the binary distribution 77 (§) = (1 +ko)8(§ — 1) + 3(1 — ko)8(€ + 1). Thus,
the transition IS — IC is in fact discontinuous, in spite of it involving no jump in the order
parameter m itself.
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Figure 6. Phase diagram cross-section for n — oo (deterministic sequence selection) for the
cases where either J, > J,, (protein-like inhomogeneous polarity sequences, k = ko) or Jg < J,,
(homogeneous polarity sequences, k = =£1) but with v < 0. Solid line: transition marking
the continuous bifurcation of collapsed (m # 0) states, although for J, > J, this transition is
discontinuous in the polarity statistics. Phases are defined and described in the main text.
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Figure 7. Phase diagram cross-section for n — oo (deterministic sequence selection) for the case
where J, > J, and v > 0 (homogeneous polarity sequences, unlike proteins). Here the system is
unable to minimize steric and polar energies simultaneously. Solid line: the continuous transitions
between swollen (m = 0) and collapsed (m # 0) solutions. Dashed: the discontinuous transition.

Phases are defined and described in the main text.

Upon translating our results into the original control parameters 8.J, and B.J; one obtains
the phase diagram cross-sections shown in figures 6 and 7. The phase where compact (m # 0)
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and swollen (m = 0) states coexist will be characterized by strong remanence effects. The
thermodynamic transition line (calculated by selecting the solution with the lowest free energy)
coincides with the second-order transition for gJ, < «/g, and will be found inside the
coexistence region for 8J, > V3.

Without noise (i.e. random mutations) in the sequence selection process, f = 0o, we can
summarize the behavior of the system as follows. For J, > J, it always finds itself in states
where any infinitesimal functional advantage of either the hydrophilic or the hydrophobic
monomers leads to amino-acid sequences that are, unlike proteins, fully homogeneous in their
polarity. The phenomenology described by the remaining equations for m and the resulting
phase diagram reflect the interplay between the tendencies of the polarity-homogeneous system
to have similarly oriented amino-acid residues (induced by the long-range forces) and low
steric energies (induced by the short-range forces). The system behaves as an Ising chain with
random short-range bonds and uniform long-range bonds. In those cases where the amino-
acids are forced by steric effects to have non-identical side chain orientations (i.e. for v > 0)
there is a complex competition between long-range and short-range order, which leads to low
values of |m| and strong remanence effects, in sharp contrast to the situation in mean-field
models [35]. In contrast, for v < 0 both the long-range and the short-range forces promote
similar side chain orientations; the absence of frustration is responsible for the absence of
remanence effects and for having large |m| (strong secondary structure). For J, > J, it is
no longer energetically advantageous to select chains with uniform polarity, and here we find
the protein-like states. The polarity inhomogeneity of the sequence reduces dramatically the
energetic impact of the long-range forces compared to the case k &= 1, and this decouples
the strength |m| of the secondary structure from any preference for aligning or anti-aligning
short-range forces, as controlled by v.

6. Transitions and phase diagrams for non-deterministic sequence selection

In this section, we extract solutions, transition lines and phase diagrams from our order
parameter equations for non-deterministic selection of primary sequences, namely finite n.
Full analytical solution of our equations is generally ruled out, so we restrict ourselves to the
study of instabilities and to collecting further information on phases by solving our equations
numerically. As in the previous section we restrict ourselves to simple parameter choices, in
particular we take v(u) = %uz and kg € (—1, 1).

6.1. Continuous transitions away fromm = Q

We first derive exact conditions marking continuous phase transitions away from the state
m = 0 without secondary structure as defined and studied earlier, for arbitrary n. Form = 0
one has W(x) = ®(x) = §(x), and k is to be solved from (57). We make in our order
parameter equations (45), (47), (50)—(52) the substitutions m — Am,k — k + Ak and
W(x) = 8(x) + A¥(x). We next expand these equations in {Am, Ak, AV (x)} and locate
their linear instabilities. In doing so we may use k = f d¢ p(&)&, which holds for m = 0.
In practice it turns out somewhat easier to involve also the auxiliary distribution ®(x), and
replace (47) by the pair (48) and (49). First, substitution into and expansion of equations (45)
and (49) gives

Ap(§) = np(J, — J)(E — bp(E) Ak + O(A?), (101)
AD(x) = AW(x) — J,k8' (x) Am + O(A?). (102)
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These results are then substituted into (48), which leads to an equation for AW (x):

AV (x) =

JAX AW ()= J,kAm (x)] [dn wp{8lx — A(x', nJo)] — 8(x)} e"PLEE 100 = v
Jdiw(n) ePBOn vl

+O(A?Y).

(103)
We next separate AW (x) into its symmetric and anti-symmetric parts, AW (x) = AWg(x) +
AW 4(x), giving up to order A:
Jdx' A (x') [dnw(m)(8lx — AW, nJi)] — 8(x)Je LB 14 —vi)
[dn w(y) ePLBEONI) = vl ’
JAX[AWL () — Tk AmS ()] [dy w(idlx — AW, ;)] B 15wl
[dn w(n) ePBOnI)=v ‘

AWs(x) =

(104)

AV,(x) =

(105)

The symmetric and anti-symmetric parts obey independent equations, and only the anti-
symmetric part W4 (x) is coupled to the bifurcation of m # 0. Apparently, any nonzero
solution of equation (104) describes transitions from one m = 0 state to another, whereas
equation (105) controls the bifurcations away from m = 0.

In order to expand equations (50) and (51) for the scalar order parameters we need to vary
the distribution W (&€, k) defined in (52), which we first rewrite as

p(§) cosh”" (Bh) [dx dy W ()W (y)3(h — JymE —x — y)
Jd&'p(E) [dxdy W(x)¥(y) cosh"[B(J,mE" +x +y)]
Upon varying this equation around the m = 0O state we then find

AW (&, h) = Ap(€)8(h) +2p(§) cosh”(Bh) AW (h) — J, Amép(&) cosh” (Bh)S' (h)

- 2P(S)(Wt)/dy cosh” (By) AWs(y) + O(A?),

W(E. h) =

= p(é){nﬁ(Jp — J)(E —K)8(h) + cosh" (BM[2AW (1) — Jp& Ams' ()]

—28(h) /dy cosh"(,By)A\IJS(y)} +O(AY). (106)
Insertion into (50) and (51) then gives, using fdh tanh(Bh) cosh” (Bh)8'(h) = —B:
Am = Zk/dh tanh(Bh) cosh” (Bh) AW, (h) + ,BJ,,Am/dé p(E)§2+ O(A?), (107)
Ak:nﬂ(Jp—Jg)[/déézp(E) —kz]Ak+(’)(A2). (108)

As expected, the perturbations Am couple only to the anti-symmetric part of AW (x); the
m # 0 bifurcations are the instabilities of the coupled pair (105) and (107). Furthermore,
equation (108) for Ak does not depend on the symmetric part of AW (x), so we may for the
purpose of studying continuous transitions away from the m = 0 state regard § W (x) as strictly
anti-symmetric and extract instabilities involving k only from (108).

It turns out that the (anti-symmetric) functional perturbation AW, (x) that solves
equation (105) can be expressed in terms of Am. We show this by substituting for A # 1 the
ansatz
A pk
A—1

AW, (x) = 8 (x)Am, (109)
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into the leading orders of (105). Using integration by parts and the properties 9, B(x, y)|x=0 =
0 and 9, A(x, y)|x=0 = tanh(By) this is found to give

[dx'8'(x") [dnw(m)8[x — A(x', nJy)] P nT)=vi]
a Tdi w(n) e"BORT)=vn] ’

Jax'8() [dnw(m {npsLx — A, nJ) 1 B!, )} ePB6ns-v
T Td w(y) POl ’
JAVS() [dnwn{STx — AG', nJ)1 A, 1)) B sl
* Tdiy w(n) ePEOnI)=vi]

Jdnw(y) tanh(BnJy) PO =)

A8 (x) =

s/
=9 Tdy w(n) BRI vl (110)
This confirms that (109) indeed solves our bifurcation equation, with
d tanh J,) e"PLBO.nJ)—vn]
o _ Jdnw(n) tanh(BnJ;) e (11D

[dnw(n) ePLBOnI)—vi]

This result allows us to compactify our bifurcation conditions further. Upon substituting (109)
into (107) and carrying out the remaining integral, we obtain the following simple set of
bifurcation conditions:

) 20k?
am#0: 1=py,| [aepe - 25| (112)
Ak #£0: 1=nﬂ(Jp—Jg)|:/d§§2p(€)—kz], (113)
where
np&(Jp—Jg) (k—ko)
p&) wie)e (114)

= TdEw(E') ePE TGy

For B = 0, infinite temperature, the right-hand sides of (112) and (113) are zero. Hence
the physical transitions occur at the highest temperature for which the right-hand sides have
increased to the value 1. If the first transition to take place is (113), then m will remain zero
and equation (112) will still apply to predict a further m # O transition. If (112) is the first
transition to occur, then (113) will no longer apply.

As a simple but non-trivial test we can recover from (112) and (113) our earlier predictions
for the limit n — oo. Taking n — oo in (111) gives the simple result lim, .o A =
—sgn(v) tanh(BJ;). In the HS, HC and HM phases we have J, > J, and k = =1, so
lim, _, » p(§) = §(§€ — k) and therefore lim,,_, o, f d£ £2p(&) = 1. This simplifies condition
(112) for the continuous bifurcation of m # 0 in the k = %1 phases to the expression found
earlier in analyzing the n — oo equations, as it should:

BJs = 3sgn(v) log(BJ,). (115)

For the k = k states the m # 0 bifurcation is discontinuous, involving a jump in the polarity
statistics as measured by 7 (§); so there equations (112) and (113) do not apply.

As an application of (112) and (113) we have solved these equations numerically for
Jg/Jp, =V = % and ko = 0, to investigate the effect of genetic noise on the phase diagram
in figure 7 (although this is the biologically less relevant case of polymers with homogeneous
polarity, it has the more interesting phase diagram). The result is shown in figure 8. Although
based on equations that only apply to continuous transitions, the figure allows us to predict on
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Figure 8. Continuous bifurcations from swollen (m = 0, HS) to collapsed (m # 0) states, for
several n values around n = 2, for the case where J, > J, and v > 0 (homogeneous polarity
sequences, unlike proteins). The corresponding curve for n = oo is shown in figure 7. We see
that, if there were no discontinuous transitions, reentrance would occur upon lowering 7 forn > 2,
where for n < 2 the continuous transition temperature is monotonic in J;/J,. This suggests
strongly that there is a discontinuous bifurcation to an HM phase for n > 2, but not for n < 2.

topological grounds that discontinuous transitions will occur for n > 2. This is a remarkable
result: the critical value n = 2 for the onset of first-order transitions was found persistently in
earlier coupled dynamics models [31-34], but since these did not involve short-range forces,
its re-appearance in the present model strongly suggests an unexpected universality which at
present we do not understand.

7. Numerical results

7.1. Numerical solution of order parameter equations via population dynamics

The goal of this section is to verify numerically the phases predicted in previous sections, and
to provide phase diagrams for those cases where solutions of equations (47), (50)—(52) for
the observables m, k and W(x) cannot be found analytically. To limit the number of control
parameters to be varied we choose J; = 0.1, J, = 1, u = J,k* (s0 kg = k*) and k&* = 0.7
throughout, since this still allows us to probe all the phases in figures 6 and 7. We followed
the mathematically related studies [36-39] and solved the functional equation (47) using a
so-called population dynamics algorithm (with a population of size 10*), which exploits the
interpretation of such equations as fixed-point conditions for a suitably chosen stochastic
process for the local fields.

We turn first to the most important and realistic case of (near-)deterministic sequence
selection, where for n — oo we expect to recover the behavior shown in the phase diagrams
of figures 6 and 7. Here we face the practical problem that in our equations n appears usually
in exponents, which limits our numerical analysis to values n < 400. It turns out that to
observe the n — oo predictions one needs values of n that are significantly larger than this;
furthermore, for large but finite n the limiting values of transition temperatures and the nature
of the various transitions can vary significantly from one phase to another. In figure 9 we
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Figure 9. Left: dependence of order parameter m on the folding temperature 7, obtained
by numerical solution of the order parameter equations, for control parameters (J, Jp, Jg) =
0.1,1,2), ko = 0.7, « = 0.2 and v = 0.5. The relative genetic noise levels n = T /T where
n = 100 (connected triangle), n = 200 (connected circles) and n = 400 (connected squares).
According to our earlier analysis, for n — oo the phases should be those shown in figure 7. For
the present values of control parameters this predicts for n — o0 a continuous transition from
m # 0 (IS phase) to m = 0 (IC phase) at lim,_,», 7Tc = 1.183 (shown as a vertical dashed line).
Right: the IS — IC transition temperatures 7. shown versus 1/n, for the same values of the
remaining control parameters. The data are perfectly consistent with the analytically determined
value lim,,_, oo Tc = 1.183 (dashed).

present numerical results for positive v, where the steric forces make it energetically favorable
for adjacent amino acids to have different side chain orientations. We plot the order parameter
m versus temperature (the left panel) to locate the IS — IC phase transition, which forn — oo
was predicted to be continuous, and which for the present control parameters should occur at
T. = 1.183. It turns out that for large but finite n the transition is in fact discontinuous and at a
lower temperature than the n — oo one. However, a study of the asymptotic scaling with n of
the transition temperature, within the numerically accessible regime, confirms that forn — oo
the correct value is found, see figure 9 (the right panel). The observed strong dependence on
n of the exact location of the transition is remarkable; the system appears to be very sensitive
to the ratio of temperatures of the two coupled processes, and the deterministic regime is
achieved only asymptotically. For n = 100 the location of the transition point differs by more
than 10% from its n — oo value. If one carries out a scaling analysis of the magnitude of the
jump in m found at the transition temperature for large but finite n, one finds that for n — oo
this jump will indeed vanish, in agreement with our previous asymptotic analysis.

Upon carrying out a similar analysis for negative values of v, where steric forces are
such that adjacent amino acids prefer identical chain orientations, the resulting graphs and the
physical picture are similar to those of v > 0. For large but finite n the phase transition is
again discontinuous, and a scaling analysis shows once more good agreement with the theory
in the limit n — oco. However, there is an important difference between the cases v > 0
and v < 0 which concerns the sub-leading orders in n~! for the state k = ko, as n — 00,
which is reflected in both the field distribution W (x) and in the order parameter k close the
transition. This is an important success of the population dynamics algorithm, which allows
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Figure 10. Dependence of order parameter m (connected squares) and k (connected circles) on
the folding temperature 7, obtained by numerical solution of the order parameter equations, for
control parameters (Jg, J,,ng) = (0.1,1,2),kp = 0.2 and u = 0.7. In both graphs the relative
genetic noise level isn = T /T = 200. Left graph: v = 0.5 (promoting different orientations for
adjacent amino acids). Right graph: v = —0.5 (promoting identical orientations). The large n
theory of the previous section predicted that the sub-leading order in n for the k = k¢ solution (as
shown here) is O(n~!) when v < 0, but O(n~'/?) when v > 0. The numerical data shown here
are consistent with this prediction.

us to evaluate in a simple and straightforward way the distribution W (x) of the short-range
contributions to the local effective fields. In addition, it is a crucial test to verify the scaling of
the sub-leading orders in n~! predicted by our theory. Figure 10 shows how m and k behave
close to the transition. One notes that the (discontinuous) behavior of m is qualitatively similar
in both cases, whereas the polarity k behaves in a very different way: in contrast to v < 0,
for v > 0 there is a noticeable (small) jump in k at the transition. This can be explained if
we assume that for v > 0 the solution scales in a different way with n~!. Close inspection of
the jump shows that this jump for v > 0 is indeed of order 1/./n, again in perfect agreement
with the theory. The difference between the regimes v < 0 and v > 0 is also observed
in the distribution W(x) of the short-range contributions to the local effective fields; see
figure 11.

Although less relevant from a biological point of view, it is interesting to compare the phase
diagrams of n — oo (or at least large), describing (near-)deterministic sequence selection,
to those one would have found for very noisy sequence selection. An example is shown in
figure 12, for n = 1. Compared to the phase diagram of figure 6, we see that in the presence
of high genetic noise the impact of the short-range forces, as measured by J; is reduced
drastically (note the different vertical scales), with as expected a corresponding reduction of
sequence selection specificity.

7.2. Numerical simulations

The theory presented in this paper makes a large number of predictions about the cooperative
long-time behavior of the polymeric chain. In some asymptotic limits it is possible to work out
the expressions for the relevant order parameters of the system and find simplified algebraic
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Figure 11. Distribution W(x) of the short-range contributions to the local effective fields, for
(Js, Jp,s Jg) = (0.1, 1,2),n = 200, kg = 0.2, u = 0.7 and T = 1.07, as obtained via a population
dynamics algorithm. Left: v = 0.5. Right: v = —0.5. Since for n — oo the function W (x) is
symmetric, so these results confirm that finite-n effects are more profound for v > 0 (where they
are predicted to be O(n~'/%)) than for v < 0 (where they should be O(n~1)).
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Figure 12. Phase diagram cross-sections for n = 1 (strongly noisy sequence selection), u = 0.7
and Jg/J, = 2. Top curve: v = —1 (promoting identical orientations of adjacent amino acids).
Bottom curve: v = 1 (promoting opposite orientations). Solid line: transition marking the
continuous bifurcation of m # 0 states. Phases are defined and described in the main text.

equations which allow us to plot phase diagrams. In other cases, we had to rely on population
dynamics algorithms to solve our functional order parameter equations and detect the relevant
transition lines.

In order to have independent tests of our formulae we have also performed Monte Carlo
simulations of the stochastic processes that would lead to equilibration with the Hamiltonians
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Figure 13. Results of numerical simulations of the coupled stochastic processes of (fast) folding
and (slow) primary sequence selection, for N = 1000, at 7 = 0.3 and n = 200. Further
system parameters: v = J, = %, Jp = 1 and k* = 0.7. For n — oo one expects to find the
phenomenology of figure 7, with k = —1 and with a region where m = 0 (swollen) and m # 0
(folded) states are simultaneously stable; for n = 200 one expects this to remain true but with
shifted values of Js/J),. The left picture shows the equilibrated values of m, found upon increasing
Js in stages from below (full circles) and alternatively upon decreasing J in stages from above
(open circles). It confirms that there is a coexistence region at the predicted range of values for
Js/Jp. The right picture, measured at Jy;/J, = 0.25, shows the evolution in time of m (upper)
and k (lower), upon initializing the system in the folded state that is stable for lower values of
Js. Tt suggests that the chosen duration of 5 x 10* iterations per monomer suffices in the present
parameter regime to achieve equilibration.

(1) and (5). This is of course the cleanest way to check the theory. However, due to
the special character of the coupled dynamics which requires nested equilibrations of two
complex processes at widely separated time scales, these simulations are highly non-trivial
and extremely time consuming, and one is severely limited in both the number and the precision
of simulation experiments that can be completed reliably. A systematic scan of all possible
parameter regimes is certainly ruled out. Instead we focused on the regime n — oo (genetic
evolution of sequences at low noise levels). This is not only the most relevant one biologically,
but is also the regime where our predictions take their most explicit form, as here we could
go beyond population dynamics analyses. In particular, we chose to invest our computing
resources in verifying the existence and location of the predicted coexistence region in the
phase diagram shown in figure 7.

We simulated the coupled Monte Carlo dynamics associated with (1) and (5) for n = 200,
withv = J, = % J, =1 (so figure 7 is predicted to apply at least in the limit n — o00) and
k* = 0.7, for a system of N = 1000 monomers at folding temperature 7 = 0.3. We employed
careful online tests to ensure equilibration of folding angles before carrying out monomer
substitutions (i.e. genetic updates), and we allowed for 5 x 10* iterations per monomer. For
these parameter choices our n — oo theory predicts that always k = —1, and that there are two
critical values for J;: one should find m # 0O (a folded state) for J; < 0.181, m = 0 (a swollen
state) for J; > 0.209, with coexistence of the m = 0 and m # O states for 0.181 < J; < 0.209.
For large but finite n (here: n = 200) one should expect on the basis of the earlier data in, e.g.
figure 9 to observe a shift of about 10% in these critical values relative to those of n — oo.
The results of the simulation experiments are shown in figure 13. Each individual point in the
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left figure represents the outcome of a simulation where both the fast and the slow processes
have equilibrated. The figures confirm the existence of a coexistence region, with critical J;
values compatible with the predicted 10% shift relative to those calculated for n — oo. The
associated value of the order parameter k is indeed k = —1. The graph showing the evolution
in time of the scalar observables illustrates for J;/J, = 0.25 how the m # 0 destabilizes
if J; has become too large, and supports the claim that in the present parameter regime our
simulations have equilibrated sufficiently. The remaining fluctuations in m are finite size
effects, of the expected order Am ~ N~'/2,

8. Discussion

In this paper we have studied the coupled stochastic dynamics of primary and secondary
structures formation (i.e. slow-genetic sequence selection and fast folding) in the context
of a solvable microscopic model that includes both short-range steric forces and long-range
polarity-driven forces. The rationale behind our approach is that it allows us to circumvent the
basic obstacle in the application of disordered system techniques to protein folding, which is
the need to specify in a mathematical formula the statistics of the disorder, i.e. the statistics of
the amino-acid sequences. Here this is not necessary, the sequences are themselves allowed
to evolve in time, albeit slowly (to model genetic selection) and in a manner that takes account
of the folding properties of the associated chain, and the statistics of sequences are now an
implicit output of the model rather than an input. Our solution is based on exploiting recent
mathematical progress [36, 37] in the diagonalization of replicated transfer matrices, and
leads in the thermodynamic limit to explicit predictions regarding phase transitions and phase
diagrams at genetic equilibrium.

In order to apply the methodology of replicated transfer matrices (which require a
formulation in the form of a pseudo-one-dimensional system) we limited ourselves to effective
Hamiltonians of a type that represents the physical feasibility and energetic gain of three-
dimensional folds indirectly, as in e.g. [26]. Even then, in order to keep the remaining
mathematics manageable, we chose to limit ourselves further by retaining only polarity forces
and steric forces, we reduced the orientation degrees of freedom of individual monomers,
and we made the simplest statistical assumptions regarding polarity and steric properties of
amino acids. However, in contrast to the above limitation to pseudo-one-dimensional models,
these latter restrictions and choices are not strictly required and can in principle be lifted
if one is willing to accept the inevitable associated quantitative increase in mathematical
complexity. Even in its reduced form, our model and its solution still have a large number of
control parameters to be varied, and a full exploration of its phase phenomenology would have
required more than double the present page numbers. Instead we have largely focused on the
regime which we believe to be the most relevant one biologically: the large n regime, where
the genetic noise is low. We have tried to explain the phases observed and their transitions,
and understand these qualitatively.

Our model was found to exhibit a parameter regime where protein-like behavior is
observed, i.e. where the genetic selection results in inhomogeneous polarity sequences,
and where the folding process describes transitions between swollen and collapsed phases.
There was also a parameter regime where the genetic dynamics leads to polymers which
are homogeneous in polarity. However, this unbiological behavior requires unphysical
values of the control parameters. There is a simple argument to see this. The reason for
the energetic advantage of homogeneous polarity sequences is the mean-field contribution
—(Jp/N) Zij E(Ai)E(X;)8g,.¢; to (1), which even for completely random angles {¢;}, where

(8¢;.0;) = g~!, retains on average a value —J, »N(N -1 > £(1;))%. In random heteropolymer
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models with frozen sequences this term is irrelevant, but here the sequences {A;} evolve, so the
system can reduce its energy by increasing [IN~' ", £(%;)|. A rational alternative definition
would be to replace the mean-field term in (1) by —(J,/N) Zij EMDEN) 8¢9, — g7 ",
expressing energy gain via folding in terms of correlation between side-chain orientations and
polarity, rather than covariance. This would generate a term similar to the polarity balance
energy, and result in the replacement J,v(k — k*) — Jyv(k — k*) + J, ,,k2 /q. For the simple
choices ¢ = 2,v(x) = %xz, and k* = 0, in particular, the change would translate into
the simple parameter re-scaling J, — J, + J,. The natural parameter regime is apparently
Jg > Jp, that with inhomogeneous polarities.

There is certainly significant scope for improvement and expansion of this study. All
our simplifying choices, made for the sake of mathematical convenience, should however be
judged in the light of the complexity of the resulting equations even for the presently studied
simplified model. The obvious directions to move into next are clear. First, there is the
search for more realistic Hamiltonians describing the fast process, by improving the energetic
description of the effects of 3D folding (possibly via a formulation involving contact maps,
which would replace the long-range all-to-all forces by a sparse connectivity version), and
by including hydrogen bonds. Second, we would like to work out our formulae for the case
where the monomers’ mechanical degrees of freedom consist of two angles, that furthermore
can each take more than just two values (preferably a continuum, which would replace the
replicated transfer matrices by replicated kernels). Third, one would like to find more realistic
alternatives for the sequence selection Hamiltonian, that is more precise in terms of quantifying
a sequence’s biological functionality, and that employ a better proxy for the unique foldability
of a sequence than just its folding free energy.

We see this paper as a proof of principle, demonstrating that it is in principle possible
to construct solvable microscopic models of primary and secondary structures formation in
heteropolymers, with both long- and short-range forces, in which there is no need to assume
(and average over) random amino-acid sequences or to find a formula for suitably non-random
sequence statistics. This study represents a small step, but we believe it to be a step in a
promising direction.
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Appendix A. Identification of observables

A.l. ‘Slow’ free energy as generator of observables

In the stationary state, where both the fast degrees of freedom (¢, giving the secondary
structure) and the slow degrees of freedom (A, giving the primary structure) have equilibrated,
expectation values of observables are given by two nested Boltzmann averages. Using
definition (5) and B = np the result can be written as

v, e PHaN (G (¢, X)) past
Z)\ e—BHear(N) ’

—BH;(p|N)
= PNy et : se G, N
—BHi(¢IN) ’
A que BH: (¢

((G(¢, )‘)>fast>s10w =
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e—BlUN+V (V]

_ oBNfy —BHi(pIN)
= ¢ s G(¢v A) € ’
Z}\: ZI7"(N) Xd,:

= eBNfNZ Z G(p', N) e B Zul Hi@ N+ UV (A.1)
A ¢l ..... d)n
with @ = 1, ..., n. This latter expression is also obtained as the derivative of the ‘slow’ free

energy fn, provided we add a suitable generating term to the ‘fast’ Hamiltonian Hy(¢|A). To
be precise, upon replacing

Hi(¢|A) = Hi(d|N) + xNG(d, M), (A.2)
one obtains
({G (D, M) tast)slow = hn}) a_fN (A.3)
X

The validity of (A.3), which allows us to use the free energy as a generating function for
expectation values, follows immediately upon substituting (A.2) into (6):

9 n o o
lim — fy = — lim e B Lami [XNG (@ N +Hi (¢ IN+U (NV+V (V]
x—0 dx fN x—0nNp 3)( g;qﬁlzw
i ! SN Z¢] ..... o G(@ . Ne =B Xam1 X G (@ N+ Hi ("I N)+U (N)+V (N)]
x=0n o N Z¢' o e —B Y aci X G (@ N+ Hp (¢ IN+U (M+V (V)] ’

.....

O ﬂZa H (@ AU )+ (V)]
=Y 3T G(g!, Ay e P Tenl ATV,

= ((G(@, M) rast)slow- (A.4)

A.2. Identification of order parameters for ¢ = 2

We next apply the general relations (A.2) and (A.3) for ¢ = 2 to observables of the form
G(o,\) =N"! > i &0y, &, n;). Here equations (A.2) and (A.3) translate into

Hi(@|X) — Hi(a|N) +x ) _ g(0i, & mi), (A.5)

i

ad
- Z( g(Ul, gla nl fa%t)ﬁlow - hm _fN (A6)
-0 d)

We repeat our previous derivation of the free energy per amino acid (20) but now with the new
contribution x Y, g(0;, &, n;) included in the fast Hamiltonian H (o), in leading order in x.
The new term changes (14) into

Mloi 1, 0, 0 lm, K] = ([efS1/r Zelhtmao?)=nul

« e BEIV G Xy ka =k B0l ot —nv]=Bx 3, 80" fw)))é " (A7)

From this we can immediately recover the identifications (29) and (30). For instance, choosing
g(o,&,n) = o0& gives

Mloi—1, 0,0 |m K] = M|:0'ilv Oi, Oisl

X
m—J—(l,...,l),k:|. (A.8)

P
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From this we extract, due to M[o;_1, 0;, 0;+1] only affecting the transfer matrix eigenvalue
A(m, k), within the replica symmetric ansatz:

1 9 19 X
fim = D (&0 sow = lim oy V= gy im o 108 Ao (m - J—p,k),

0 RS
=57 5 108 A (m. K)o = m (A.9)
p

according to (22). Similarly, making the alternative choice g(o, &, n) = & gives in leading
order in x:

Mloi_1, 0,0 m K] =M I:O'il» oi, 0 |mk— L(l, 1)] .
Tp V()= ()= xv"()/Jp
(A.10)
From this we extract, within the replica symmetric ansatz:
lim D ) fasdstow = i !
Ngnoo N : i/ fast/slow = Xlil}) 3y Nis
1 0
:——lim—logkﬁix(m,k—i) )
Bn x~0dx I/ lv -y,
1 a J
= —— lim — logA® (m, k- L + L v — k4 |).
Bn x—00dx Jp LIy
1 J, 0
= 1— 20"k — k*) | = log ARS, (m, k)0 = £, A.ll
ﬁnjp[ J,,v ( )} o7 108 Ay (m =0 (A.11)

according to (23). The above identification of the scalar order parameters m and k was
relatively easy since we could absorb the extra generating terms into those already present.
This will generally not be the case.

A.3. Joint distribution of primary structure variables

We next turn to the calculation of the equilibrium amino-acid statistics as measured by
€, 7)) = limyooo N7VY,((8(E — )8 — 1)) tast)slow- This distribution follows from
(A.5) and (A.6) upon making the choice g(o, &, n) = §(& — 5)5(17 —1):

Hy(@|N) — Hi(o|N) +x Y 8(& — )81 — i) (A.12)

IR . .0
(&, N) = ngnoo;gr}) afN- (A.13)

The calculation is now complicated by the fact that the convenient decomposition identity (15)
no longer holds. Instead we now find, in replica symmetric ansatz:

Mloi_1,0i,0i1Im, K] = M[o;_i, 0, 0ir1/m, K]|,—o
— nﬁx(s(s — é) eﬂEUF Za(k+mgiu)_nl’-_”‘lgU,(k_k')]>s(8(}’] — f]) eﬂ”[lvfriﬂ'ff[fl—nv])n
+0(xD), (A.14)

36



J. Phys. A: Math. Theor. 41 (2008) 285004 S Rabello et al

so that
[[Mioici. 0/ 0inim Kl = [ [0, 0., (m. K) + O(x?)

l l

_ nIBX Z {(8 (E _ é) eﬂS[Jp Za(k+m(7[”‘)—nu—nJgv’(k—k")])g

J

x <5(77 — %) eﬁfl[l;cr/ﬂmrj—rﬂ\)])n 1_[ Mloi_y, 0, 0 m, k]}

ij
= [1‘[ Lo, (M, k)}

X [1 —nBx Z Vo,(m, k)W, 5., (m, k) + O(xz)} (A.15)
j
with
B (8¢ — &) enpels Eallomot Iy Gkl
Vo (m k) = - , (A.16)
(enpel® Za(k+m6,-“)—u—lgv/(k—k')]>é
(8(n — iy el o)
Woo (m,k) = 7 L . (A.17)
(eilﬂn[jfa-a’—v])
n
This leads us to
: 1 RS
Jim - log > HM[- |1 =1og ARS (m, k)| ,—o (A.18)
Olyenny oN i
1 To o M K) Vo (M, K)Ws, 6. (m, k
—nﬁx lim —ZZU] ..... oN [Hz 1 1( )] /( ) Jj—1 /1( )+O(X2)
N—o00 N j ZU[...G‘N []_L Fo',,lcr,-ﬂ (m, k)]
(A.19)

and hence, with I'(m, k) denoting the replica symmetric version (21) of the transfer matrix
T'(m, k), with ARS (m, k) denoting the largest eigenvalue of T'(m, k), and using the periodicity
of the chain:

N—o00

1
lim fy = extr, 4 { ij” (m*+ k%) + Jo[v(k — k*) — kv'(k — k)]

> oo LI Torron M, K) | Vo, (m, k) Wy o, (m, k)

+x li
GRass (THTY 2, k)])?
1 1
——1log A — —1logA®S (m, k) +O(x* ¢, (A.20)
Bn Bn

Yo TY271 0, KT gy, (m, ) Vi, (1, K)
N—o0 T[TV 2(m, k)]

V2=V, kv, (M, KY Wy o, (i, k
><|:1im Loson Vs (M O e, (1, ) Wo g, (m, k) ) (A.21)

N—oo Tr[l"N/z(m,k)]
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In the latter expression one must substitute for (m, k) the solution of the original x = 0
saddle-point problem. We find once more a convenient effective decoupling of the odd sites
from the even sites, as well as statistical independence of the single-site polarity and steric
angle statistics, giving n(é, n) = n(é )7t (77) with the individual distributions

Zaa, 1-\5,{72—1 (m, k)(S(g — é) eBELy (nk+m 3, (r,.a)—nu—nlgv/(k—k')])é<eﬁn[Jsa~o-/—nv]>
Te[TV2(m, k)]

n

’

"® = i

(A.22)

A

7(7) = lim Zo'a-' I‘g/;*l(m, k)(eﬂéljp(nkm Y Jiﬂ)fnufnlgv'(kfk*)]%((g(n — 7 eﬂnllfma’—nv])

n
N->c0 Te[TN?(m, k)] '

(A.23)

The limit N — oo can now be taken upon using the fact that for N — oo one may write in
leading order T, (m, k) — AN (m, byuBu%, /> ul,u?,, where {u5} and {uR} denote the
left and right eigenvectors of I'(m, k) associated with the largest eigenvalue. In the result we
can then substitute our expression (41) for the largest eigenvalue and the replica symmetric
forms (31) and (32) for the eigenvectors. For the polarity distribution 7(€) this gives, after
some further manipulations and with help of the definitions (45) and (52):

L R £ J, (nk N—nu—nJ,v'(k—k* Jyo-o'—
3o uSUR (B(E — &) P kem K o mimn k) opilhior =)

A(m, k)Y, ubuR ’
_ p&) [dhcosh"(Bh) [dx W(x)W(h —x — EJ,m))e
[d& p(&) [dhcosh"(Bh) [dx W(h —x — &J,m)W(x)’

— /th(é, h). (A.24)

For the steric angle distribution 7 (7)) one finds an expression with a similar structure:
@ - u},uﬁ/(eﬂf[h(”“m Zaf’u)—nu—nfgv'(k—k'”)g(8(77 -7 eﬁn[lm-a’—nv])n
7 () = ,

7 uLuR

Am, k) 3, ubul
_ [dedy’ )W ) (8 (n—f) ePIBE 1) EUpk— gV (KD 1] cosh [B(x+E J,mAAW 1 I)])ey
a [dx @ (x) (LB I IHEUpk—p—Jgv k=R D=valy. [ dx dx’ D (x') ¥ (x) cosh” [B(x+x")] ’
[dhcosh”(Bh) [dx @ (x)P(h — A(x, #J5))(8(n — f) e"PLBEII=m])
- [dh cosh” (Bh) [dx ®(x)D(h — A(x, ﬁJS))(enﬂlB<X~nfs>—nv1)n

Both in the limit n — 0 (fully random sequence selection) and in the limit 8 — 0 one sees
both equilibrated distributions reducing to the prior statistics w(é ) and w(#), as it should.
In general, however, one will find non-trivial distributions 7 (&) and (7)), which reflect
the complicated interplay between the secondary and primary structures generation. Finally
we observe that 7w(§) # p(§), except when J,m = 0; this suggests that, rather than the
polarity distribution in the equilibrated system, the physical interpretation of p(&) is that of
a prior distribution which would have been found in the absence of the secondary structure
formation.

n() =

A

w(f

(A.25)

Appendix B. Saddle-point treatment of order parameter equations in the limit n — oo

B.1. Saddle-point treatment of the equation for W (x)

Since we know that W (x) = O for |x| > J;, we may write without loss of generality
W(x) ="V forx € Q C [—Jy, Jy]and W(x) = O for x ¢ Q, where [,dxe”V™ =1. We
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also define for |x| < y and y > O the function
1
Cx,y) = 3 tanh~![tanh(Bx)/ tanh(By)]. (B.1)

It is the inverse of the function A(x, y) with respect to the variable x, since C(A(x, y),y) = x
forall [x| < |y|. We note that C (0, y) = 0 and sgn[C (x, y)] = sgn(x). We can now insert our
expression for p(£) and the definition W (x) = Y™ (for x € Q, with ¥ (x) = 0 elsewhere)
into our equation for W(x), and use the function C(x, y) to subsequently transform variables
inside the §-distribution on the right-hand side. Since the Jacobian of this transformation will
not be exponential in n as n — 00, as a result of these manipulations we find for all x € €2 an
equation for ¥ (x) that is for n — oo evaluated by the steepest descent:

1
lim ¥ (x) = lim —log{
n— 00 n—o0o Bn

dey [d& dn w(n)w(é)S[C(x, nJy) —y— meg]enﬂ[w(y>+%‘(Jp—Jg)(k—ko)+B(.v+meS,M)—vn]
fgdy j‘dé dnw(n)w(s) enﬁ[w(y)“’s(-]p_Jg)(k_k())“'B(,V"'\]mesn-ls>_vn]

(B.2)

= max +&J, — J)k —ko)+ B(y+J,mE, nJy) —v
yeQ,Y:C(x,mijpms,‘E‘gumgl{w(y) E(Jp — Jo( o)+ B(y+J,m&, nJy) —vn}

— M (YO)+EU, Tk~ ko) + B+ JymEnd) —vn). - (B.3)

Solving the optimization problem (B.3) means calculating both the set @ C [—J;, J;] and
the function lim,_, o, ¥ (x) for x € Q. Let us inspect some properties of this optimization
problem in more detail. Since the maximization in the first line of (B.3) is over a subset of
the set in the second line (instead of allowing for all y € €, in the first line we impose y =
C(x,nJs) — Jpmé), it is inevitable that lim,_, o ¥ (x) < 0 for all x € Q. We now know that
Ymax = lim, oo Max,co ¥ (x) < 0. This leaves two options: ¥m,x < 0 versus Y, = 0. In
the first case, however, we would get lim,,_, oo W (x) = lim,_, o, €#Y® L lim,_, o, eVmx =0
for all x € 2; this function can never be normalized. We conclude that 1,,x = 0.

Let us turn to those values of x for which one has lim,,_, oo ¥ (x) = Y¥max = 0. We call the
set of those values Q* C Q:

x € Q" W) +8p — Jo)(k — ko) + B(y + Jpym&, nJs) — v}

max
YEQE. InISLx=A(y+J,mé.nJs)
= max Ay (y)+8§(J, — J)(k —ko) + B(y + Jpym&, nJs) —vn}.  (B.4)
yeQ, ], Inl<1
We see that with every combination (y, &, 1) that gives the maximum value in the second line
there corresponds a value of x € Q*. If the maximum is obtained for a unique combination
(y*, &*, n*), which apart from symmetries one must expect to be the generic case, then the set
2* contains just one element x* = A(y* + J,m&*, n*J). It follows that one must generally
anticipate lim,_, o, W (x) to be a sum of a small number of §-peaks.
We can finally also use saddle-point arguments to express the limit n — oo of the free
energy per monomer (54) in terms of the function v (x), the scalar order parameters (k, m),
and the set Q:

Tim ¢ = 3J,0m°+ k%) = 3T (k2= k%) = |J, = JlIk — kol
— max {(V(x)+&(J, — Jg)(k — ko) + B(x + J,m&, nJs) — vn}. (B.5)
xeQ,&,ne[—1,1]
In the remainder of this section we will not attempt to solve problem (B.3) in its full
generality, but rather construct two qualitatively different specific solutions of (B.3), for which
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indeed W (x) is found to reduce to either one or two §-peaks, and which both reduce exactly
to the unique solutions that we established earlier in the two limits J; — 0 or J,m — 0.

B.2. Homogeneous polarity states k = +1

Here we construct solutions of (B.3) where Q = {x*}, and show that these represent the
continuation to arbitrary J; > 0 and J,m # 0 of the homogeneous polarity states k = +1.
Now we must have * = Q and lim,,_, oo ¥ (x*) = Ymax = 0, and (B.4) becomes

max L&, n)= max L(,n), B.6
& nel—1L 1L x*=AGx*+Jpmé nJs) &) §.ne[—1.1] &) ( )
L&, n) =&, — Jy)(k — ko) + B(x* + J,m&, nJs) — vn. B.7)

In both sides of (B.6) we maximize exactly the same object, but on the left-hand side we
have the additional constraint that the values (&, n) for which the maximum is found must
allow the equation x* = A(x* + J,m&, nJ,) to have a solution x* € [—J, J;]. If the
maximum on the (less constrained) right-hand side is obtained for a (&, n) such that the
equation x* = A(x* + J,mé&, nJ;) has no solution x* € [—J;, J;], then the extra constraint
apparently interferes with the maximization and the two sides cannot be the same, so no
solution with Q = {x*} can exist. We conclude that the present type of solution exists if and
only if both sides of (B.6) find their maximum at the same value (€, ) (values that will depend
on x*, since x* appears in the function to be maximized), with the value of x* subsequently
following from solution of the nonlinear equation x* = A(x* + J pm§ , nJy):

(é_, )= argmaxg,,,e[_l,uL(&, ), (B.8)
Xt = A+ J,mE Q). (B.9)
Since B(x,y) = B(|x|, |y|), and is monotonically increasing with both |x| and |y| we can

immediately maximize with respect to n € [—1, 1], giving = —sgn(v). This simplifies our
remaining problem to solving

x*= —sgn(v)A(x* + J,mé, J,), (B.10)
é = argmaxée[fl’”L(é), (B.11)
L(§) = E(J, — Jo)(k — ko) + B(x*+ J,m&, Jy). (B.12)

To resolve the remaining extremization we inspect the properties of B(x, y), in particular its
second partial derivative in x. We find that the function L (&) is convex:

9*L(&) 1 " ! «
e ngz{l — Etanhz[ﬂ(x + Jomé + Jy)] — Et.anhz[ﬁ(x +J,mé — Js)]} > 0.

(B.13)

L (&) can therefore only be maximal at the boundaries § € {—1, 1}. Next we can rule out
states with x* = 0, since substitution into (B.10) shows that they would be incompatible with
é = *I1. Due to J,m # 0,x* # 0, and the monotonicity and symmetry of B(x, y), the
function L(£) is not symmetric in &, hence its maximum is unique:

- sgn{(Jp — Tk — ko) + %[B(x*+ Jom, J) — B(x*— J,m, Js)]}. (B.14)
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Having solved the extremization problem for solutions with 2 = {x*}, resulting in the
two coupled equations (B.10) and (B.14) we turn to the n — oo limit of the order parameter
equations (81) and (82) for m and k. We define

1
R(E) = £(J, — Jo)(k — ko) + 3 log cosh[B(J,mé& +2x*)]. (B.15)

This is again a convex function, which is asymmetric in & (due to x* # 0), and therefore takes
its maximal value on the interval [—1, 1] at the boundary

: B _ L cosh[B(J,m +2x*)]
&= sgn{(Jp Jg)(k — ko) + 2B log [cosh[ﬁ(],,m — 2x*)]] } (B.16)
Our equations for m and k can now be written as
m— lim [d& w(&)E tanh[B(J,mé& + 2x*)]e"PRE)
n— o0 fdé‘ w(&) enBR() ’
= tanh[B(J,m +2x*€)], (B.17)
nBR(&)

k= fim JEWEETTE o (B.18)

n—00 fdg w(E) ePRE

We have now confirmed that the present family of solutions with 2 = {x*} are indeed the
generalization to arbitrary values of J; and J,m of the solutions kK = %1 with homogeneous
polarity, as claimed. Putting all our final equations together, replacing £ by k € {—1, 1} and
using the full definition of B(x, y), gives the new set

x*= —sgn(v)A(x* + J,mé, J,), (B.19)
m = tanh[B(J,m +2x*k)], (B.20)
_ _ B i cosh[B(2x* + J,m)]
k= sgn{(J,, Jo) (k — ko) + Y log [cosh[ﬂ(zx* — me)]“, (B.21)
£ = sgn{(J,, — Jo)(k — ko)
.\ 1 log [ cosh[B(x*+ J,m + J;)] cosh[B(x*+ J,m — J,)] } B.22)
48 cosh[B(x*— J,m + Jg)] cosh[B(x*— J,m — J;)]

In both of the limits J; — 0 and J,m — 0 we recover correctly the equations of the k = +1
states as derived earlier for these special cases, namely x* = 0,m = tanh(8J,m), and
k=& =sgnl(J, — J)(k — ko).

Finally we try to compactify and simplify our equations. We first solve x* from (B.20),
which gives

28 2
Subsequent insertion into (B.19) leaves us with

1 1
Xt = k|:— tanh™ (m) — —me]. (B.23)

tanh [%arctanh(m) — %ﬁ],,m]
tanh [ Yarctanh(m) — 1BJ,m(1 — 2k£)]

= —sgn(v) tan(BJ;). (B.24)

Furthermore, we note that with k§ € {—1, 1} only the choice k = & will allow the above
equations to reduce to the equations for m — 0 that were found earlier, and that the alternative
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k = —& would make it extremely difficult to satisfy both (B.21) and (B.22) simultaneously.
Upon choosing & = k and after additional rearranging and manipulation we can reduce our
set of equations further to

tanh [1BJ,|m| — 1 tanh™" |m|]

sgn(v) tan(BJy) = , B.25

gn(v)tan(p ) tanh [38J,|m| + 5 tanh™" |m|] (B2
1 cosh[tanh™" [m| — 287, |m|]

J, — Jo)(1 — kok — 1 , B.26

Uy 2 ok) > 28 og|: cosh[arctanh|m|] ( )
1 h[arctanh|m| — 38J h(28J;

Uy — I (1 = kok) > — log cosh[arctanh|m| BJ,Iml] + cosh(28Jy) . (B.27)
48 cosh[arctanh|m| + BJ,|m|] + cosh(2B8J;)

The joint distribution W (h, &) of effective fields and polarities for the present solution is
very simple:

W(h, &) = 8[h — kB~" tanh ™' (m)18(& — k) (B.28)

Working out the free energy per monomer (B.5) for the above solution gives, using kg € (—1, 1)
and equation (B.23) to eliminate x*:

, 1 1 .
lim g=2J,(m*+ 1) = 2 Je(1= k) = |7, = Jo|(1 = kko) = (J, = J)(1 — kko)

n—00 2

—v|—B (ﬁtanh_l(m) + % o, JJ> (B.29)

Equation (B.25) gives a single transparent law from which to solve our order parameter
m. Equations (B.20) and (B.21) give conditions for the solution of (B.25) to be acceptable;
they are guaranteed to be satisfied for small m if J, > J, (due to |ko| < 1), whereas for larger
m their validity needs to be checked explicitly. Equations (B.20) and (B.21) also suggest that,
as was found explicitly in the simple cases J; = 0 and J,m = 0, the most stable solution (and
hence the thermodynamic state) will generally be the one with k = —sgn(kg). This completes
our analysis of solutions with Q@ = {x*}. We always find k = =£1, namely sequences with
homogeneous polarity, provided J, > J,.

B.3. Inhomogeneous polarity states k = kg

In the same manner we now construct the continuation to arbitrary values of J; and J,m of
the inhomogeneous polarity states, where k = k. For this case, where €2 no longer contains
just one point, our equation (B.3) from which to solve lim,,_, o, ¥ (x) takes the following form:
v(x) =

L&, n,y) ~, L(&.n,y), (B.30)

max max
&Enel—1,11,yeQ,y=C(x,nJy)—J,mé nel—1,11,ye2

L&, n,y) =¥ () +B(y+Jym&, nJs) —vn (B.31)

(provided x € 2). In contrast to the k # ko case, this equation has symmetries that can be
exploited: it allows for solutions with ¢ (—x) = ¥ (x) for all x € 2, with Q being symmetric
around the origin. This is easily confirmed by working out the right-hand side of (B.30) under
the assumption of this symmetry (via transformations like y — —y and & — —£&, which are
allowed by the constraints) upon making the replacement x — —x on the left-hand side and
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using L(—=§,n, —y) = L(,7n,y) and C(—x, y) = C(x, y):

Y(=x) —¥x) = max L&, n,y)
§.mel=1,11,yeQ,y=C(—x,nJ;)—Jym§
— max L&, n,y),
&Enel—1,11,yeQ,y=C(x,nJy)—J,mé (é: d y)
= max L(_Ev n, _y)
&nel—1,1],yeQ,y=C(x,nJs)—Jpmé

max L, n,y) =0. (B.32)
&Enel—=1,11,yeQ,y=C(x,nJy)—J,mé

We will now construct solutions for k = k¢ with this reflection symmetry. Inside (B.30) it
allows us to transform without punishment y — ysgn(n) and & — & sgn(n), which gives a
new expression that shows (using C(x, —y) = —C(x, y) and B(x, y) = B(|x], |y|)) that both

terms are maximized for sgn(n) = —sgn(v), and the second term more specifically for the
value n = —sgn(v). Upon abbreviating Q(x, &, n) = {y € Q|y = C(x, nJy) — J,mé}:
max L&,n,y) = max + B(y+ J,mé&, |n|J;) —v
et P e & n,y) gqne[_]yIMGQ(XM){W(y) (v + Jpmé&, InlJs) —vn}
= max + B(y + J,mé&, |n|J,) +|vnl|},
mWsl’yeg(mm”{w(y) (y+ Jpmé&, InlJs) + |vnl}
and
LE,n,y) = +B(y+J ,nlJs) —
e o &, n,y) s,nellflfflf‘],yen{w(y) (y + Jpm&, InlJs) — vn}
= +B(y+J LI+ ).
Iglrgrlléiseﬂ{w(y) (y+Jpmé, J)} + v

We observe the potential consistency of assuming ¥ (x) to increase monotonically for x > 0.
An increase in x leads via the constraint y € Q(x, &, |n|) to an increase of y inside the first
maximization, so that ¢ (y) will increase. The term with B(., .) will also increase if the sign
of & is chosen right. So we make the ansatz that ¥ (x) is differentiable, and that ¢'(x) > 0
on x > 0. This implies that 2 = [—u, u], with max,cq ¥ (x) = ¥ (u) = 0. The second
maximization in (B.30) now reduces to

yegl%)fq{lﬂy) +B(y+ Jpymé, J)} + vl =Y (u) + Blu+ Jplml, Jy) + |v]

= B(u+ Jy|m|, J5) +|vl. (B.33)
This simplifies our equation (B.30) for ¥ (x). For all x € [0, u] we now have
Vv(x) = max {y(y) + B(C(x, [nlJs), InlJs) + [vI(In] — D}

[yISu.y=Cx.[nlJs)—Jpm&.I&].InI<1

— B+ J,|m|, Jy),
= max ¥ () +B(C(x, InlJs), [nl ) + v[(In] — D}

[yISu,ly=Cx, InlJ)ISSplml, <1

— B(u+ Jplm|, Js),

ax max
InI<1 yel=uadN[C(x, 1l J0) =Ty lml C (.0l Jo)+T, lml]
x {y(y) + B(C(x, InlJy), [nlJs) + [v[(In] — D} — B(u + Jp|ml, Jy). (B.34)

Since ¥ (y) is monotonic in |y|, we need |y| to be as large as possible for any given [7].
Since the intersection interval (if it exists) is always biased to the right, we must find the
largest allowed value y in the intersection interval. The intersection is seen to be empty if
C(x, InlJy) > u+ J,|m|, whereas the remaining possible scenarios are

u_-]p|m| <C(x’|77|-]s)<u+-]p|m|: Ymax = U,
C(xa|77|~]s)<u_~]p|m|: ymax:C(xa|77|Js)+Jp|m|-
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Consistency with the premise x € [0, #] demands that we must identify the point where x
becomes so large that the intersection interval is empty for any value of |n| should be the
boundary x = u. This, together with minj,<; C(x, In|Jy) = C(x, J;), immediately gives us
an equation for u: C(u, J;) = u + J,|m|, or equivalently

u=Au+J,ml, J). (B.35)

Graphical inspection shows that this equation always has one unique non-negative solution u.
Within our present construction we can always achieve a non-empty intersection set in (B.34)
for suitable (£, n), and we may proceed with maximization over |5|. For each x € Q we now
have
V(C(x, [nlJy) + Jplm|) + B(C(x, [nlJs), nlJs) + [v]in]
it C(x,nlJy) <u— Jp|m|
max

I<L.Ce I <urd,im) | B(u + Jplml, [n]Js) + [v]|n]

it C(x,nlJs) >u—Jylm]|

vx) =

— B(u+ Jplm|, J5) — |vl,
Y(C(x,2) +J,Im|) + B(C(x,2),2) +|vl|z/Js
it C(x,z) <u—Jylm|
max
2€[0.4,1.C e ) Surdylm| | Bu + Jplml, 2) + [v|z/Js
if C(x,2) >u—J,|m|
— Bu+ Jp|m|, Jy) — |vl,
Y(C(x,2) + Jplm|) + B(C(x, 2), 2) + |vIz/ J;
if z>C(x,u—Jy|ml)
max
zelCl.utdylm)), 11 | Bu + J,m|, 2) + [v|z/J;
if z<CQx,u—Jy|ml)

— B(u+J,|ml|, J;) — |v]. (B.36)

Since both C(x,z) and B(C(x,z),z) decrease monotonically with increasing z (see
appendix C) we are sure that for sufficiently small values of v we always find the maximum
in (B.36) by substituting the smallest allowed value for z. We now proceed by assuming
this property to hold for any value of v. If indeed we always need the smallest z, namely
z=C(x,u+ J,|m|), we obtain for all x € [0, ul:

Y(x) =B+ Jylm|, C(x,u+ Jy|m|)) — Bu+ Jy|m|, J)

N [V|C(x,u+J,|m|) B
Js

This expression meets our requirements: it increases monotonically on [0, u], and (using the
general identity C(x, C(x, y)) = y in combination with our previously established relation
C(u, J;) = u + J,|ml) one verifies that ¥ (u) = 0. We take this as sufficient support for our
ansatz; in addition we will find that for the purpose of evaluating the scalar order parameters
(m, k) and the phase diagrams we do not need the full shape of v (x) but only the property
that ¥ (—u) = ¥ (u) = max,cq ¥ (x) withu = A(u + J,|m|, Jy).

What remains in our present analysis is to work out the order parameter equations for
m and k, and confirm that these support the premise lim, .., k = k9. For large but finite
n one would expect to have k = ko + k;/n + O(n=?) for n — oo, which implies that
nBE(J, — Jg)(k — ko) = BE(J, — J ki + O(n~"). Similarly one would expect for large but
finite n that log W (x) = nBy (x) + ¥ (x) + O(n~"), with ¥ (x) as given by (B.37). Insertion of

n]. (B.37)
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these forms into (81) and (82) gives integrals over (x, y) that can be evaluated by the steepest
descent, with the relevant saddle point obtained for x = y = u sgn(mé):
m = lim
n—oo
fd%' w(€)E fi‘udx dy tanh[ﬂ(me$+x+y)] enllogcosh[B(JpmE+x+y)1+BY (X)+BY (N]+¥| () +¥) (N+BE(Tp—Jg)ky
[dg w(E) " dx dy "0 ORBUpmEr B BT OV T OI+FETp =Tk >
—u

. fd%' w(5)|5§ \sgn(m) tanh[ﬂ(lp ‘ms |+2M)] e’ log cosh[B(Jp |m&|+2u) 1+2yr| (u sgn(mé&))+p&(Jp—Jg)k|
m

= 1 fdé- w(s) e’ log cosh[B(Jp [m&[+2u) [+2yr| (u sgn(mé&))+BE(Jp—Jg)k| ’

n—00

(B.38)
SO
|m| = tanh[B(J,|m]| + 2u)]. (B.39)
Similarly we must solve
Jdg wE)E [* dx dy enlloscoslBUmEcenBpU(x+BY (b (D4 (5~ Tk

ko = lim )
0= oo de w(&) fi‘udx dy enllogeoshl B/, mEtx+y) By () +BY (NI Y1 )+ (DN+BE, — )k

fdg w()&e! log cosh[B(J [m&|+2u) [+2v1 (u sgn(m&))+BE (Jp—J)ky

T % [E w(E) o EeoIBU, e A2 G senn N R Tkt

Q21 (wsgnm)+B(U, =Tkt _ 20 (—usgn(m)—B(I,—Jo)ky
= Q2 wsgn(m) B~ Tkt § o2 (—usgn(m)—p(J,— Tk

As soon as a solution for the non-leading order v (x) exists, there will be a value of k; that
gives the desired value k = ky. However, careful inspection of the sub-leading orders in
the functional saddle-point equation for W (x) reveals that the above construction works for
v < 0, but no finite solution v (x) exists when v > 0. In the latter case it turns out that the
solution of the problem scales with n as log W(x) = Bny(x) + ¥ (x)/n + O®°) and k =
ko + ki /+/n + - - - . For a detailed analysis of the different sub-leading orders see appendix D.

The final result is that k = kg solutions always exist (although they will be locally stable
only for J; > J,), and that the associate value of the order parameter m is to be solved from
the two coupled equations

(B.40)

|m| = tanh[B(2u + J,|m])], (B.41)
tanh(Bu) = tanh[B(u + J,|m|) tanh(B J;). (B.42)

The sign of m is arbitrary, both solutions m = =£|m| are allowed and equally likely. We
solve the first equation for u, giving u = % B~ tanh~!(|m|) — %Jp |m|, and obtain an equation
involving |m| only:

tanh [§ tanh™" (Im|) — 3 BJ,Im|]
tanh [§ tanh™"' (Im|) + 18, |m|]

The joint distribution W (h, §) of effective fields and polarities for the present solution, where
J,m # 0, is found to be

W(h, &) = %(1 +ko)8(& — 1)8[h — Jpm — 2u sgn(m)]

+3(1 — ko)8 (& + 1)8[h + J,ym + 2u sgn(m)] (B.44)
The free energy per monomer (B.5) for the present type of solution is found to reduce to
lim ¢ = 11, (m*+ k) — I, (kg — k%) — |v| — B(2B~" tanh™" (Im|) + L J,,Im|, J;). (B.45)

= tanh(BJ,). (B.43)
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Appendix C. Properties of the functions C'(x,y) and B(C(x,y),y)

The functions B(x, y) and C(x, y) are defined as

1
B(x,y) = 25 log[4 cosh[B(x + y)] cosh[B(x — y)]I, (C.1)
C(x,y) = ! tanh~![tanh(Bx)/ tanh(By)]. (C.2)

We are only interested in the regime where y > 0 and |x| < y. The function C(x,y) is
monotonic and anti-symmetric in x, and obeys sgn[C (x, y)] = sgn(xy) and |C(x, y)| > |x|.
It is the x inverse of A(x, y), since
A(C(x,y),y) = p~' tanh™'[tanh(BC (x, y)) tanh(By)]
= ! tanh~'[tanh(Bx)] = x,
C(A(x,y),y) = " tanh™'[tanh(BA(x, y))/ tanh(By)]
= B! tanh~!'[tanh(Bx)] = x.

Furthermore C(x, y) obeys the general identity

o 1 tanh(Bx)
. Clx,y) =F" tanh [tanh(ﬂx)/tanh(ﬂy)}
= B~ ! tanh™'[tanh(By)] = y. (C.3)

The function B(x, y) is symmetric in x; thus also the function B(C(x, y), y) is symmetric in
x. The partial derivatives of C(x, y) are

9 tanh(By)[1 — tanh?(Bx)]

Z = 4
ax C ) = T2 (By) — tan? By | €4
9 __tanh(Bx)[1 — tanh®(By)]

5C(X’y )= tanh?(By) — tanh?(Bx) €3

Next we work out and simplify the quantity B(C (x, y), y) with the help of identities such as

+m>2 +eﬂy< 1 +m>_2
—m 1—m
_; (tanh(Bx) _, {tanh(Bx)
2 cosh |:tanh (m> + ,By] cosh [tanh (m) — ,3y1|

_ tanh*(By) + tanh’(Bx)
" tanh?(By) — tanh?(Bx)

This results in

1 tanh
B(C(x,y),y) = B log {4cosh (tanh‘1 [%} + ﬂy)

x cosh (tanh_' [Mﬂ} — ,By)}
tanh(By)

= %10g[2 cosh(By)] — %log cosh(Bx) — % log |:1

1
2 cosh[tanh~! (m) + By] = <l

+ cosh(28y).

tanh?(Bx)
- tanhz(ﬁy)}' €0
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Hence we have
9 tanh(Bx)[1 — tanh?(By)]
—B(C(x,y),y) = —> LAY
ox tanh“(8y) — tanh“(Bx)
Thus, in the region x| < |y| we have %B(C(x, y),y) < Oforx < Oand %B(C(x, y),y) >0
for x > 0. The function B(C(x, y), y) is symmetric in x, diverges at x = +y, and has a
unique minimum B(C (0, y), y) = B8~ log[2 cosh(By)] at x = 0.

(C.7)

Appendix D. Analysis of sub-leading orders for the state k = kg as n — oo

Here we analyze in more detail the sub-leading terms in n of the non-trivial solution of our
equations (80)—(82) for the case where J, > J,, i.e. where m # 0 and k = ko, as n — oo.
Given the exponential scaling with n of the kernel in (80), we may without loss of generality
for n — oo always write W (x) in one of the following two forms:
either :  W(x) = "V @1 (0)+0@™H (D.1)
or: W(x) = e"WHI@HOE) (D.2)

Since v (x) was found to be maximal at x = +u (where u > 0), we find in both cases

Iim V(x) =ad(x —u)+ (1 —a)d(x +u), (D.3)

where
) et ()

scalmg (Dl) . o = m, (D4)

scaling (D.2) : o =0y (u) — Y (—u)l. (D.5)
We will show below that for v < 0 the solution is of the form (D.1), withk = kg +k;/n+-- -,

1+ k 1+ kol — /1 — |k
ki =0, Y sgn(m) o(x/2|k || ol = /1 -1 0|)7 D.6)
0

and with lim,,_, . p(§) = w(&), whereas for v > 0 the solution is of the form (D.2), with
k=k0+k1/\/ﬁ+~-~,
_ Y(=u) — Y (u)
 Bsgn(m)(J, — Jp)'
and with lim,,_, o p(§) = §[€ + sgn(k;)].

=0y (u) — Y1 (—u)], {D.7)

D.1. First scaling ansatz: O(n°) sub-leading terms

If we simply substitute (D.3) and k = ko + k;/n + - - - into equation (80), we find
w(E) ePEUr—Iok
JdE"w(g") efE Up=Iok

lim p(§) = (D.8)

and
ad(x —u)+ (1—a)d(x +u)
~ lim a [d€ dn p(E)w(n)8[x—A(J,mE+u, nJy)] e PLBUpmerent)=vi]
n—oco [d& dn p(&)w(n){a ePIBUpmE+unIn=—vil 4 (1 —q) efIBUpms—unti)=vil}
(1—a) [d& dn p(&)w(n)8[x—A(J,mE—u, nJ;)] e PLBSpme=tnl) vl

+ nll>n<;lo fdé‘ dn p(é)w(n){a e"ﬂ[B(meE‘*'“’ﬂjs)*Vﬂl + (1—0[) enﬂ[B(J,,méfu,r/‘lx)fvn]} : (D9)
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Since n € [—1, 1] and B(., .) is symmetric and monotonically increasing in both arguments,
the leading exponentials are maximal for n = —sgn(v) and £ = £sgn(m), so

ad(x —u)+ (1 —a)d(x +u)
_ap(sgn@m))$[x+sgn(V) A(Jp|m|+u, J)1+(1—a) p(—sgn(m))S[x —sgn(v) A(Jp|m|+u, J;)]
N ap(sgn(m))+(1—a) p(—sgn(m)) )

(D.10)

There are two possibilities for solution, dependent on how we match the two §-peaks on either
side of this equation. One always ends up with « to be solved from

u=AJylm|+u, Jy), (D.11)

but, since # > 0, the specific matching depends on v. For v < 0 one is forced to choose
o ePsenim)(Jp,—Jpki

o= ePsmm U, Tk 4 (1—a) e~ Psenm =Tk’ (D.12)
whereas for v > 0 the only option is
(1_a)e—ﬁ8gn(rn)(lp—lg)k1
o (D.13)

= PEmU, Ik { (1—q) e-PsenmU,—Joki

To proceed with equations (81) and (82) for m and k we first calculate
[ e wan e

o JaEdxdyw@) F OB W () £ (x4 y + JmE)g e sl )
= nggo fd%. dx dy w(é) eﬂg(],,fjg)k] \lf(x)\ll(y) el log cosh[B(x+y+J,mé&)]
o2 f QuAd,|m|) eIk (1 —q)? f(—2u—J,|m|) e~ PsentmUp=Joki

’

= sgn(m) a? B m U=k 4 (1—q)? e—Psen(m Ik
(D.14)
Application of this formula to f(h) = tanh(8k) and f(h) = 1 gives
|m| = tanh[B(2u + J,|m|)], (D.15)
Q2 efsEm =Tk _ (] _g)? e=BsenmUp—Jpk
ko = sgn(m) (D.16)

a? epsenmUp—Jpki 4 (1 —q)2 e=Psenm U, —Jpki

So far we have successfully recovered the equations for # and m are as derived earlier; the
next question is whether we can find a corresponding solution for k; and «.

Both (D.12) and (D.13) are quadratic equations for «, so we expect at most two solutions.
In fact for v > 0 only one of these is in the interval [0, 1]:

v <0: o € {0, 1}, D.17)
1
v > 0: o= T3 P, Tk (D.18)
For v < 0, combination with (D.4) and (D.16) subsequently gives
1+sgn(m)k, 1+|ko| — /1=K
b =0, , — Y Irsenimko(VTHK — vI-Thol) D.19)

2lkol
For v > 0, on the other hand, the solution breaks down. Upon writing k; in terms of « and
substituting the result into (D.16), we find the trivial ky = 0. Thus, only for the degenerate
special case ko = 0 is the solution of our equations for v > 0 of the form (D.1). We conclude
that the generic solution for v > 0 scales differently with n.
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D.2. Second scaling ansatz: O(/n) sub-leading terms

If we substitute (D.3) and k = ko + k;/+/n + - - - into equation (80) (where k; # 0, since
otherwise we return to the previous scaling case) we get

Jlim p(§) = 8[§ +sgn(k))] (D.20)
and
ad(x —u)+ (1—a)d(x +u)
i @98 dn pO)wm)Slx—A(JpmE+u, n )] E )T
n—oo [d& dn P(f)w(ﬁ){a enBLBUpmE+unJ—vnl 4 (1—g) enﬁ[B(me—u,nJ:)—vn]}

(1) [d& dn p(E)wn)SLx—A(JymE —u, nJy)] P1EUymE ot
w00 [dE dip p(&)w(n) [ BT mERIT) v 4 (1 —g) eMBIBUpmE—wnl—vnl}
Once more the dominant exponent is maximal when n = —sgn(v) and & = £sgn(m), so
ad(x —u)+ (1—a)d(x +u)

i evValyn @ +Bsgn(m)(Jp=Jk1g[ x + sgn(V)A(J,|m| +u, J)]
= lim
n—oo e/l @+Bsgn(m)(Jy—Jki] 4 av/nli (—u)—Psgn(m)(J,—Jg)ki]

' eﬁ[W](7u)fﬂ8gn(m)(lp*Jg)kl]5[x — sgn()A(J,|m| +u, J,)]
* nlggo eVl +Bsgn(m)(J,—Joki]l 4 av/nly (—u)—Bsgn(m) (J,—Jo)ki]
Again we have to match the two §-peaks on both sides. Since we know that the equation
u = —A(J,|m|+u, J;) has no non-negative solutions u (for J,m # 0), we are forced to match
8(x & u) to 8[x & A(J,|m| +u, J;)]. From this we recover equation (D.11), as required, but
now with

(D.21)

(D.22)

VALV @)+Bsgnom) (J, =Tk ]

v<0: o= lim D.23
n— 00 e«/m*/f](M)+/3$gn(m)(1p*fg)k1I + eﬁ[‘/fl(7M)7ﬂsgn('n)(‘][17-]g)kl] ’ ( )

eVl (mu)—Bsgn(m)(J,—Jp)ki]

v>0: o= lim . D.24
=00 ev/AlU1W+Bsgn(m)(Jp—Jki] 4 e /ALY (—u)—Bsgn(m) (J,—J)ki] (D.24)

Our present equations can be obtained from those of the previous scaling regime upon
substituting k; — +/nk; and ¥ (x) — /ny1(x). This allows us to take over the previous
evaluation of the order parameter equations for m and k, provided we make the appropriate
substitutions. For m we then recover equation (D.11) (as required), whereas the equation for
k gives

VAR Bsgn(m) Uy =T ki) _ o /Al20 (—1)—Bsgn(m)(Jy—Tpki]
kosgn(m) = lim /1291 ()+Bsgn(m) (J,— T ki1 4 e /201 (—u)—PBsgn(m) (J,— Tkl ~
We have now successfully recovered the expressions for u and m derived earlier; the remaining
question is whether we can find a corresponding solution for k; and « from the coupled
equations (D.5), (D.23)—~(D.25). Since |ko| < 1 we conclude from (D.25) that the following
must be true, so that the O(4/n) terms cancel and the O(n°) terms can indeed give us |ko| < 1:

f — Vi (—u) — i (u)

(D.25)

1= . (D.26)
ﬁsgn(m)(-]p - Jg)
This solution for k; we can insert into our previous equations for ¢, which gives
eﬁ‘/fl (—u)
v<0: o= lim 1—a, (D.27)

nms00 oMV (—) 4 oVAvi)
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e\/z‘//l (u)
: =1 = D.2
v> 0= lim e e (D.28)

Apparently, for v > 0 the present scaling ansatz gives self-consistent solutions. For v < 0

we find o = %, and hence k; = 0 which is forbidden since it effectively brings us back to

the previous scaling regime. We conclude that, apart from degenerate limits, the two scaling
ansatz (D.1) and (D.2) are complementary: for v < O the system is in a state of the type (D.1),

whereas for v > 0 it is in a state of the type (D.2).
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